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PREFACE

The seismic method plays a prominent role in the search
for hydrocarbons. Seismic exploration consists of three
main stages: data acquisition, processing, and interpreta-
tion. This book is intended to help the seismic analyst
understand the fundamentals of the techniques used in
processing seismic data. In particular, emphasis is given
to the practical aspects of data analysis.

Topics in this book are treated in two phases. First, each
process is described from a physical viewpoint, with less
emphasis on mathematical development. In doing so,
geometric means are used extensively to help the reader
gain the physical insight into the different processes.
Second, the geophysical parameters that affect the fideli-
ty of the resulting output from each process are critically
examined via an extensive series of synthetic and real
data examples.

Forthe student of reflection seismology and new entrants
to the seismic industry, this book tries to provide insights
into the practical aspects of the application of the theory
of time series and waves. For experienced seismic ex-
plorationists, this book should serve as a refresher and
handy reference. However, it is not just meant for the
seismic analyst. Explorationists who would like to gain a
practical background in seismic data processing without
any mathematical burden also should benefit from it.
Nevertheless, for the more theoretically inclined, a math-
ematical treatise on the main subjects is provided in the
appendixes.

The seismic analyst is confronted daily with the impor-
tant tasks of:

1. selecting a proper sequence of processing steps
appropriate for the field data under consideration,

2. selecting an appropriate set of parameters for
each processing step, and

3. evaluating the resulting output from each process-
ing step, then diagnosing any problems caused by
improper parameter selection.

Thereisawell-established sequence for standard seismic
data processing. The three principal processes—decon-

xi

volution, stacking, and migration—make up the founda-
tion of routine processing. There also are some auxiliary
processes that help improve the effectiveness of the
principle processes. Questions often arise as to the kind
of auxiliary processes that should be used and when they
should be applied. For example, if shot records contain
an abundance of source-generated coherent noise, then
dip filtering may be valuable before deconvolution. Beam
steering may be necessary to improve the signal-to-noise
ratio while reducing the number of channels in processing
by a factor of as much as 4. Residual statics corrections
often are required for improving velocity estimation and
stacking.

In adaily production environment, many questions arise
concerning the optimal parameter selection for each
process. Some of the most repeatedly asked questions
are: What is a good length for the deconvolution opera-
tor? What should the prediction lag be? What should the
design gate for the operator be? How should the correla-
tion window be chosen in residual statics computations?
What kind of aperture width should one select in Kirch-
hoff migration? What is the optimum depth step size in
finite-difference migration? Many more questions could
be included in this list of questions. To help answer these
questions, a large number of examples using both field
and synthetic data and describing a wide range of proc-
essing parameters are provided.

Since the old adage ‘‘a picture is worth a thousand
words’’ is especially apt in a discussion of seismic data
processing, figures make up the major portion of this
textbook. In preparing some of the figures, Darran Lu-
cas, Mike Cox, Gregg Godkin, Tania Bachus, Tomaso
Gabrieli, Dave Nichols and Dave Hill kindly provided
their assistance. Thanks are due to the oil companies and
contractors for supplying data and some figures for which
specific acknowledgement is made in the figure captions.
I express my deep appreciation to Soraya Brombacher
and her colleagues for the art work on most of the figures.
I also extend my appreciation to Meg LaVergne. who put
the final touch on many figures and computer-drafted the
flow diagrams. Thanks also to the members of the



playback group at Western's London Digital Center.
Sally Humphreys, Jan Mitchell, and Vivian Millson
helped key the text into the word processor.

1 acknowledge the review work done on some chapters
by Jon Claerbout, Sven Treitel, John Sherwood and Fred
Hilterman. [ also thank many colleagues at Western
Geophysical Company who participated in reviewing
parts of the earlier drafts. Special thanks to Diane Parker,
who did an outstanding job of editing for style, proofread-
ing, and preparing the camera-ready copy of the book.
Thanks to Lynn Griffin for helping to bring the text up to
the SEG standards of publication. Special thanks also are
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due to my editor, Steve Doherty, for his excellent and
comprehensive review. 1 also appreciate his valuable
recommendations in revising the text and the help he
provided in bringing clarity to the text. 1 extend my
deepest and wholehearted appreciation to my wife, Hu-
lya, for her everlasting encouragement. 1 acknowledge
the support given to me by Carl Savit, Damir Skerl, Aftab
Alam and Ken Larner. And finally, thanks are due to
Western Geophysical Company of America for the sup-
port provided to me in writing this textbook.

Ozdogan Yilmaz



INTRODUCTION

Seismic data processing strategies and results are strong-
ly affected by the field acquisition parameters. The
common-midpoint (CMP) recording is the most widely
used seismic data acquisition technique. By providing
redundancy (measured as the fold of coverage) in the
seismic experiment, it improves signal quality. Figure 1
shows seismic data collected along the same traverse in
1965 with single-fold coverage, in 1967 with four-fold
coverage, and in 1981 with twelve-fold coverage. Al-
though these different vintages of data have been subject-
ed to different treatments in processing, the fold of
coverage has caused the most difference in the signal
level of the final sections.

Surface conditions have a lot to do with the quality of
data collected in the field. Figure 2 shows a stacked
section. Part of the line between midpoints A and B is
over an area covered with karstic limestone. Note the
continuous reflections between 2 and 3 s outside the
limestone-covered zone. These reflections abruptly dis-
appear under the problem zone in the middle. The lack of
events is not the result of a subsurface void of reflectors.
Rather, it is caused by a low signal-to-noise (S/N) ratio
resulting from energy scattering and absorption in the
highly porous surface limestone.

Besides surface conditions, environmental and demo-
graphic restrictions can have a significant impact on field
data quality. Figure 3 shows a stacked section. The part
of the line between midpoints A and B is through a
village. In the village, the vibroseis source was not
operated with full power. Hence, not enough energy
penetrated into the earth. Although surface conditions
were similar along the entire line, the risk of property
damage resulted in poor signal quality in the middle
portion of the line.

Other factors, such as weather conditions, care taken
during recording, and condition of the recording equip-
ment, also influence data quality. So we see that seismic
data are collected often in less than ideal conditions.
Hence, we can only hope to suppress the noise and
enhance the signal in processing to the extent allowed by
the quality of the data acquisition.

In addition to field acquisition parameters, seismic data
processing results also depend on the tools used for
processing. We must ask the question: Are the tools used
today in seismic data processing adequate? To gain
insight into this question, consider the three principal
processes: deconvolution, CMP stacking, and migration.
Deconvolution quite often improves temporal resolution
by collapsing the seismic wavelet to approximately a
spike and suppressing reverberations on some field data
(Figure 4). The problem with deconvolution is that the .
accuracy of its output may not always be self-evident
unless it can be compared with well data. The main
reason for this is that our model for decenvolution is
nondeterministic in character.

Common-midpoint stacking is the most robust of the
three principal processes. By using redundancy in CMP
recording, stacking can significantly suppress uncorrelat-
ed noise, thereby increasing the S/N ratio (Figure 1). It
also can attenuate a large part of the coherent noise in the
data, such as guided waves and multiples. The normal
moveout (NMO) correction before stacking is done using
the primary velocity function. Because multiples have
larger moveout than primaries, they are undercorrected
and, hence, attenuated during stacking (Figure 5). The
main problem with CMP stacking is that it is based on the
hyperbolic moveout assumption. Although this assump-
tion may be violated in areas with severe structural
complexities, seismic data acquired in many parts of the
world seem to satisfy this assumption reasonably well.

Finally, migration collapses diffractions and moves dip-
ping events to their supposedly true subsurface locations.
In other words, migration is an imaging process. Because
it is based on the wave equation, migration also is a
deterministic process. The migration output often is self-
evident; that is, you can tell whether the output is
properly migrated. When the output is not self-evident,
this uncertainty often can be traced to the imprecision of
the velocity information available for input to the migra-
tion program. Figure 6 shows an in-line stacked section
from a land three-dimensional (3-D) survey and the same
in line after 3-D migration using three different velocities:

(Text continued on page 7)
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FIG. 1. A single-fold section (bottom) obtained in 1965, a four-fold stacked section obtained in 1967 (center), and a
twelve-fold stacked section obtained in 1981 (top) along the same line traverse. The horizontal scales are different;
the part of the single-fold section that is shown corresponds to the right half of the twelve-fold section. (Data

courtesy Turkish Petroleum Corp.)
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FIG. 2. The poor signal between midpoints A and B on this stacked section is caused by a karstic limestone on the
surface.
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FIG. 3. A village is situated between midpoints A and B. The poor signal in that zone of the stacked section is
caused by operating the vibroseis source at low power.
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FIG. 4. A CMP stacked section without (left) and with (right) deconvolution. (Data courtesy Gulf Oil Co. Nigeria Ltd.)
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FIG. 5. Three CMP gathers before (left) and after (right) NMO correction. Note that the primaries have been
flattened and the multiples undercorrected after NMO correction. hence. multiple energy has been attenuated on
the stacked section (center) relative to primary energy. (Data courtesy Petro-Canada Resources.)
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Introduction

90, 100, and 110 percent of smoothed stacking velocitics.
Although dips are extremely gentle in this stacked sec-
tion, the interpreter is concerned with subtle faults and
small closures. There are subtle differences between the
migrated sections; it is difficult to determine which part of
which migrated section represents the true subsurface
picture.

The above discussion onmigrationleads usto a weak link
between seismic data and geology. That weak link is
velocity. We can be proud of the migrated stacked
section as long as the vertical axis is time. However,
when the geologist asks for a section in depth, we often
hedge. Again, because of the uncertainty in velocity
estimation, the depth section never is entirely reliable.
The weak link of velocity is a fundamental problem in
seismic exploration.

There is another fundamental problem with today’s seis-
mic data processing. Even when starting with the same
raw data, the result of processing done by one organiza-
tion seems to be different from that done by another
organization. The example shown in Figure 7 demon-
strates this problem. The same data have been processed
by six different contractors. Note the significant differ-
ences in frequency content, S/N ratio, and degree of
structural continuity from one section to another. These
differences often stem from differences in the choice of
parameters and the detailed aspects of implementation of
processing algorithms. For example, all the contractors

applied residual statics corrections in generating the
sections in Figure 7. However, the programs each con-
tractor used to estimate residual statics most likely
differed in handling the correlation window. selecting the
traces used for crosscorrelation with the pilot trace. and
statistically treating the correlation peaks.

Another aspect of seismic data processing is the gepera-
tion of artifacts while trying to enhance signal. A good
seismic program not only performs the task for which it is
written but also generates minimum numerical artifacts.
One of the features that makes a production program
different from a research program. which is aimed at
testing whether the idea works or not, is refinement of the
algorithm in the production program to minimize arti-
facts. Processing can be hazardous if artifacts overpower
the intended action of the program.

The ability of the seismic analyst often is as important as
the effectiveness of the algorithms in determining the
quality of the final product from data processing. There
are many examples of excellent processing using medio-
cre software. There are also examples of the reverse. The
example shown in Figure 7 implies that seismic data
processing is not completely within the realm of scientific
objectiveness. Data processing seems to have a flavor of
interpretive character; some even consider it an art. In
the following chapters, the basic tools for seismic data
processing are described. It is up to the seismic analyst to
make good use of these tools.
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1.1 INTRODUCTION

The Fourier transform is a fundamental ingredient of
seismic data analysis. It applies to almost all stages of
processing. A given time series, such as a seismic trace,
can be uniquely and completely described as a sum of a
number of sinusoids, each with a unique peak amplitude,
frequency, and a phase-lag (relative alignment). This
process is achieved by the forward Fourier transform.
Conversely, the seismic trace can be synthesized given
the individual frequency components. This process is
achieved by the inverse Fourier transform. A brief math-
ematical treatise of the Fourier transform is given in
Appendix A.

Seismic data processing algorithms often can be de-
scribed or implemented more simply in the frequency
domain than in the time domain. In Section 1.2, the one-
dimensional (1-D) Fourier transform is introduced and
some basic properties of time series in both time and
frequency domains are discussed. Many of the process-
ing techniques (single-or multi-channel) involve an oper-
and (seismic trace) and an operator (filter). A simple
application of Fourier analysis is in the design of zero-
phase frequency filters, typically in the form of band-pass
filtering.

InSection 1.3, 40 common-shot gathers that were record-
ed in different parts of the world with different types of
sources and recording instruments are examined (Yilmaz
and Cumro, 1983). Various types of seismic energy are
introduced; namely, reflections, refractions, coherent
noise such as multiples, guided waves, side-scattered
energy and ground roll, and ambient random noise.

In Section 1.4, a summary of the basic data processing
sequence is presented with field data examples. There are
three primary stages in seismic data processing; each is
aimed at improving seismic resolution. (Seismic resolu-
tion refers to the ability to separate two events that are
very close together.)

1. Deconvolution is performed along the time axis to
increase temporal resolution by compressing the
basic seismic wavelet to approximately a spike and
suppressing reverberating wave trains.

2. Stacking compresses the offset dimension, thus
reducing seismic data volume to the plane of the
zero-offsetseismicsectionandincreasingthe signal-
to-noise (S/N) ratio.

3. Migration commonly is performed on the stacked
section (which is assumed to be the zero-offset
section) to increase lateral resolution by collapsing
diffractions and moving dipping events to their true
subsurface positions.

Secondary processesareimplementedatcertainstagesto
condition the data and improve the performance of
deconvolution, stacking, and migration. When coherent
noise is dip filtered, for example, deconvolution and
velocity analysis may be improved. Residual statics
corrections also improve velocity analysis and, thereby,
the quality of the stacked section.

Gain types are discussed in Section 1.5. Gain is a time-
variant scaling in which the scaling function commonly is

derived from the data. Gain often is applied to seismic
data for display purposes. Another example of gain
application is correction for wavefront divergence, which
is done early in processing. (Wavefront divergence is the
decrease in amplitude of a wavefront because of geomet-
ric spreading of seismic waves.) A further example of
gain is automatic gain control (AGC), which brings up
weak reflection zones in seismic data. However, an
AGC-type gain can destroy signal character and must,
therefore, be considered with caution.

The two-dimensional (2-D) Fourier transform (Section
1.6) is a way to decompose a seismic wave field, such as a
common-shot gather, into its plane-wave components,
each with a certain frequency propagating at a certain
angle from the vertical. Therefore, the 2-D Fourier trans-
form can describe processes like migration and frequen-
cy-wavenumber (f-k) filtering. A common application of
fk filtering is the rejection of coherent noise by dip
filtering. This procedure is illustrated by field data exam-
ples.

1.2 THE 1-D FOURIER TRANSFORM

Consider the following experiment. Hold a spring at one
end and attach a weight to the other end. Pull the weight
down a certain amount, say 0.8 units of distance. Release
the weight. Assume that the spring is elastic: i.e., it
bounces up and down ad infinitum. Set the time to zero at
the onset of motion. Displacement of the weight as a
function of time should vary between the peak ampli-
tudes (+0.8, —0.8). If you had a device that could trace
the amplitude of the displacement as a function of time, it
would produce a sinusoidal curve as shown in Figure 1-1
(frame 1). Measure the time interval between two consec-
utive peaks; you find that it is 0.080 s (80 ms). This time
interval is called the period of the spring and it depends
on the spring constant, a measure of spring stiffness. We
say that the spring has completed one cycle of motion in a
single period of time. Count the number of cycles within
one second. This should be 12.5 cycles, which is called
the frequency associated with the spring motion. One
cycle per second (cps) is one hertz (Hz). Note that
1/0.080 s = 12.5 Hz; that is, frequency is the inverse of
the period.

To continue, repeat the above experiment using a spring
with a higher stiffness. Give the second spring a peak
displacement amplitude of 0.4 units. The motion of the
spring is traced as another sinusoid in Figure -1 (frame
2). The period and frequency of the spring are 0.040 s and
25 Hz, respectively. To keep track of these measure-
ments, plot the peak amplitude of each spring as a
function of frequency. These are the amplitude spectru
shown in Figure 1-1.

Working with two identical springs, release spring ! from
a peak amplitude displacement of 0.8 units and set the
time to zero at the onset of the motion. When spring |
passes through the zero amplitude position, set spring 2
in motion from the same peak amplitude displacement



10 Seismic Data Processing

Sinusoids

| oo ! [

2

!;' 1 I 10
AMAVAMAMARARAR

1

, LT R
i
0 \/ \ \
ST \
L A TR O SR SR A
0 0.2 04 0.6 08s

Amplitude Spectra Phase Spectra

R A T O LT T
S O P WO \ [ S Y E T B
T TV T [ A A T T Y A O B B
| ' A I T R A T P
I R N s e e I LT TS e e e TR R B B S
R T S T A v AU SN S (NS (R

50 100Hz 0 50 100 Hz

FIG. 1-1. Tracing the motion of a spring in time yields a sinusoidal curve. The peak amplitude represents the
maximum displacement of the weight at the end of the spring from the unstretched position. (Positive amplitude
corresponds to spring motion in the upward direction.) The time between the two consecutive peaks is the period of
the sinusoid, the inverse of which is called frequency. Finally, the time delay of the onset of one spring relative to
another is defined as a phase-lag. Phase spectra (the negative of phase-lag spectra) distinguish sinusoids ! and 3.

(0.8). The motion of spring 1 is plotted in frame 1, while
the motion of spring 2 is plotted in frame 3 of Figure I-1.
Because the springs were set to motion with the same
peak amplitude displacement, the amplitude spectra of
the two sinusoidal time functions should be identical.
However, a difference is noted between the time func-
tions in frames 1 and 3. In particular, when the sinusoid in
frame 1 takes the peak amplitude value, the sinusoid in
frame 3 takes the zero amplitude value. There was a time
delay (20 ms) equivalent to one-quarter of a full cycle in
setting spring 2 in motion relative to spring 1. This time
delay is the difference between the two sinusoids shown
inframes 1 and 3. A full cycle is equivalent to 360 degrees
or 2w radians. Therefore, a time delay of one-quarter of a
cycle is equivalent to a +90-degree phase-lag.

Phase is defined as the negative of phase-lag (Robinson
and Treitel, 1980). Thus, a negative time shift corre-
sponds to a positive phase value. Note that in Figure 1-1,
if we apply a time shift of one-quarter of a full cycle (i.e.,
20 ms) to the sinusoid in frame 3 in the negative time
direction, we obtain the sinusoid in frame 1. Although
their amplitude spectra are identical, these two sinusoids
can be distinguished based on their phase spectra as seen
in Figure 1-1.

The experiment is completed. What is learned? First, the
motion of an elastic spring can be described by a sinusoi-
dal time function. Second, and more important, a com-
plete description of a sinusoidal motion is given by its
frequency, peak amplitude, and phase. This experiment

teaches us how to describe spring motion as a function of
time and frequency.

Now imagine an ensemble of many springs, each with a
sinusoidal motion with a specific frequency, peak ampli-
tude, and phase. The sinusoidal responses of all the
members are shown in Figure 1-2. Suppose the motions
of the individual springs are superimposed by adding all
the traces. The result is a time-dependent signal that is
represented by the first trace in Figure 1-2 (as indicated
by the asterisk). The superposition (or synthesis) allows
us to transform the motion from frequency to time
domain. This transformation is reversible; that is, the
time-domain signal can be broken down (or analyzed)
into its sinusoidal components in the frequency domain.

Mathematically, this two-way processis achieved by the
Fourier transform. In practice, the standard algorithm
used on digital computers is the Fast Fourier Transform
(FFT). Analysis of a time-dependent signal into its fre-
quency components is done by forward Fourier trans-
form, while synthesis of all the frequency components to
the time-domain signal is done by inverse Fourier trans-
form.

Figure 1-3 is a display of the Fourier transform of the
time-dependent signal from Figure 1-2. The amplitude
and phase spectra constitute a more condensed frequen-
cy-domain representation of the sinusoids in Figure 1-2.
We can clearly see the parallelism between the two types
of displays. In particular, the amplitude spectrum has a
large and a relatively small peak at about 20 and 40 Hz,
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FIG. 1-2. An ensemble of sinusoidal motions with different frequency, peak amplitude, and phase-lag can be
superimposed to synthesize a time-dependent waveform on the trace as indicated by the asterisk.

respectively. Darker bands corresponding to larger peak
amplitudes occur in Figure 1-2 at about the same frequen-
cies. On the other hand, zones of weak amplitudes at
about 30 Hz and at the low- and high-frequency ends of
the spectrum also are apparent in both types of represen-
tations. Remember that the amplitude spectrum curve
represents the peak amplitudes of the individual sinusoi-
dal components as a function of frequency.

Now examine the phase spectrum. From the spring
experiment, recall that the time delay of a particular
frequency component also was expressed as a phase-lag.
To better trace phase-lag as a function of frequency, a
part of Figure 1-2 is magnified in Figure 1-4. Follow the
positive peaks that are intersected by the zero timing line.
Note that the peaks fall above the zero timing line (i.e.,
the negative time values) at the low-frequency end of the
spectrum. They then cross over to the positive side of the
time axis at about 20 Hz and stay on that side over the
rest of the frequency axis. The path that they followed in
Figure 1-4 can be plotted as the phase spectrum of Figure
1-3. If all the peaks were aligned along the zero timing
line in Figure 1-4, then the corresponding time-domain
signal would have a zero-phase spectrum. In this case, all
the sinusoids would reinforce each other, causing a
maximum peak value at zero time (Figure I-11).

The physical significance of the amplitude spectrum is
easier to understand than that of the phase spectrum.
These two spectra are discussed further in this chapter.
Basic mathematical details of the Fourier transform are
given in Appendix A.

1.2.1 Frequency Aliasing

A seismic signal is a continuous time function. ln digital
recording, the continuous (analog) seismic signal is sam-
pled at a fixed rate in time, called the sampling interval
(or sampling rate). Typical values of sampling intervals
range between 1 and 4 ms for most reflection seismic
work. High resolution studies require sampling intervals
as small as 0.25 ms. Figure 1-5 shows a continuous signal
in time. The discrete samples that might actually be
recorded are shown by dots. A discrete time function is
called a time series. The bottom curve in Figure 1-5 is an
attempted reconstruction of the original continuous sig-
nal, which is shown as the curve on top. Note that the
reconstructed signal lacks the details present in the
original analog signal. These details correspond to high-
frequency components that were lost by sampling. If a
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smaller sampling interval were chosen, then the recon-
structed signal would more accurately represent the
original signal. For the extreme case of a zero sampling
interval, the continuous signal can be represented exact-
ly.

Is there ameasure of the restorable frequency bandwidth
of the digitized data? A time series (e.g., a seismic trace)
with a 2-ms sampling interval and the corresponding
amplitude spectrum are shown at the top of Figure 1-6. In
general, given the sampling interval Ar, the highest fre-
quency that can be restored is 1/(2Az). This is called the
Nyvquist frequency. For this example, At = 2 ms. There-
fore, the Nyquist frequency is 250 Hz. The original time
series was resampled to obtain a series with 4- and 8-ms
sampling intervals. The corresponding Nyquist frequen-
cies are 125 and 62.5 Hz, respectively. Figure 1-6 also
shows the series (as reconstructed back to 2 ms for
plotting purposes) sampled at 4 and 8 ms with their
amplitude spectra. Note that the coarser the sampling
interval, the smoother the series. Smoothness results
from a loss of high frequencies as seen in the amplitude
spectra. Frequency components between 125 and 250
Hz, which are present in the time series with the 2-ms
sampling interval, seem to be absent in the series resam-
pled to 4 ms. Likewise, frequency components between
62.5 and 250 Hz seem to be absent from the series
resampled to 8 ms. Can these frequencies be recovered?
No. Once a continuous signal is digitized, the highest
frequency that can be restored is the Nyquist frequency.

We may think that when the time series sampled at 4 or 8
ms is interpolated back to a 2-ms sampling interval, those
high frequencies should return. As stated earlier, the time
series in Figure 1-6 with 4- and 8-ms sampling intervals
actually were reconstructed by interpolation back to 2 ms
to get the same number of samples as the original series
for plotting with the same scale. Interpolation does not
recover the frequencies lost by sampling; it only gener-
ates extra samples.

The implication for sampling the continuous signal in the
field is an important one. If the earth signal had frequen-
cies, say up to 150 Hz, then the 4-ms sampling interval
would cause loss of the band between 125 and 150 Hz.

Consider the sinusoid in Figure 1-7. This signal is resam-
pled as before to 4 and 8 ms. The amplitude spectra
indicate that all three have the same frequency, 25 Hz.
Nothing happened to the signal after resampling it to a
coarser sampling interval. Now examine the higher fre-
quency sinusoid (75 Hz) in Figure 1-8. It appears the
same at both 2- and 4-ms sampling. However, resampling
to 8 ms changed the signal and made it appear to be a
lower-frequency sinusoid. The resampled signal has a
frequency of 50 Hz as seen in the amplitude spectrum.
The Nyquist frequency for an 8-ms sampling interval is
62.5 Hz. The true signal frequency is 75 Hz. As a result of
resampling, the signal was lost, but reappeared as a signal
with lower frequency (50 Hz). We say that it folded back
onto the spectrum after resampling. Finally, a 150-Hz
sinusoid resampled to 4 and 8 ms is shown in Figure 1-9.
This time, the 4-ms sampling made the signal appear as a
100-Hz signal, while the 8-ms sampling made it appear as
a 25-Hz signal.
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FIG. 1-3. The information from Figure [-2 can be condensed
into amplitude and phase spectra. Each point along the
amplitude spectrum curve corresponds to the peak ampli-
tude of the sinusoid at that frequency plotted as a trace in
Figure 1-2. Note the equivalence of the two peaks in the
amplitude spectrum with the two high-amplitude zones in
Figure 1-2. Each point along the phase spectrum corre-
sponds to the time delay of a peak or trough along the
sinusoid at that frequency with respect to the timing line at t
= (. Note the equivalence of the phase curve with the trend
of a positive peak from trace to trace in Figure 1-4.
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FIG. 1-5. When digitized, a continuous analog signal loses
frequencies above the Nyquist frequency: (a) continuous
analog signal, (b) digitized signal, (¢) reconstructed analog
signal. (Adapted from Rothman. 1981.)
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FIG. 1-6. A time series sampled at 2 ms has a Nyquist
frequency of 250 Hz. Resampling to 4 and 8 ms confines the
frequency band to 125 and 62.5 Hz, respectively. Note the
loss of high frequencies at larger sampling intervals.
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By using a single-frequency sinusoid, we see that fre-
quencies above the Nyquist really are not lost after
sampling, but reappear at frequencies below the Nyquist.
Now consider the superposition of two sinusoids with
12.5- and 75-Hz frequencies as shown in Figure 1-10.
Digitization of this signal at 2- and 4-ms sampling inter-
vals does not alter the original signal, since its frequency
components are below the Nyquist frequencies associat-
ed with 2- and 4-ms sampling intervals (250 and 125 Hz,
respectively). However, when the signal is digitized at a
coarser sampling interval, such as 8 ms, the amplitude
spectrum changes. The 12.5-Hz component is not affect-

Sampling Rate =2 ms
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FIG. 1-7. A 25-Hz sinusoid sampled at 2 ms remains
unchanged when resampled at 4 or 8 ms.
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FIG. 1-8. A 75-Hz sinusoid sampled at 2 ms remains
unchanged when resampled at 4 ms, but appears as a 50-Hz
sinusoid when resampled at 8 ms. Hence, the latter is the

alias of the original sinusoid.
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ed, because 8-ms sampling still is sufficient to sample this
low-frequency component. On the other hand, the 75-Hz
component is seen as a lower-frequency component (50
Hz). Once again, note that those frequencies in the
original signal above the Nyquist frequency correspond-
ing to the chosen sampling interval are folded back in the
amplitude spectrum of the digitized version of the signal.
This analysis can be extended to many sinusoids of
different frequencies. In particular, the discrete time
series derived from too coarse sampling (undersampling)
of a continuous signal actually contains contributions
from high-frequency components of that continuous sig-
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FIG. 1-9. A 150-Hz sinusoid sampled at 2 ms appears as a
100-Hz sinusoid when resampled at 4 ms and as a 25-Hz
sinusoid when resampled at 8 ms. (Amplitude modulation in
the 2-ms sinusoid is due to limitations in plotting very high
frequency signals.)
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FIG. 1-10. A time series synthesized from two sinusoids at
12.5 and 75 Hz at 2-ms sampling rate remains unchanged
when resampled at 4 ms. However, at 8§ ms, its high-
frequency component shifts from 75 to 50 Hz, while its low-
frequency component remains the same.
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nal. Those high frequencies fold back onto the spectrum
of the discrete time series and appear as lower frequen-
cies. The phenomenon that is caused by undersampling
the continuous signal is termed aliasing.

To compute the alias frequency f,,, use the relation f,, =
|2mfy — £.]. where fy is the folding frequency, f; is the
signal frequency, and m is an integer such that f, < fx.
For example, suppose that f, = 65 Hz, fy = 62.5 Hz
which corresponds to 8 ms sampling rate. The alias
frequency then is f, = [2 x 62.5 — 65| = 60 Hz.

In conclusion, undersampling has two effects: (a) band
limiting the spectrum of the continuous signal, with the
maximum frequency being the Nyquist, and (b) contami-
nation of the digital signal spectrum by high frequencies
beyond the Nyquist, which may have been present in the
continuous signal. Nothing can be done about the first
problem. The second problem is of practical importance.
To keep the recoverable frequency band between zero
and the Nyquist frequency free from aliased frequencies,
a high-cut antialiasing filter is applied in the field before
analog-to-digital (A/D) conversion of seismic signals.
This filter eliminates those frequency components that
would have been aliased during sampling. Typically, the
high-cut antialiasing filter has a cutoff frequency that is
either three-quarters or half of the Nyquist frequency.
This filter rolls off steeply so that frequencies above the
Nyquist are highly attenuated.

Time (s)

Frequency (Hz)

FIG. 1-11. Summation of a discrete number of sinusoids with
no phase-lag, but with the same peak amplitude, yields a
band-limited symmetric wavelet represented by the trace on
the right (denoted by an asterisk). This is a zero-phase
wavelet.

1.2.2 Phase Considerations

In Section 1.2, a time-dependent signal was synthesized
from its frequency components. Consider a signal with a
zero-phase spectrum. Figure 1-11 shows sinusoids with
frequencies ranging from approximately 1 to 32 Hz. All of
these sinusoids have zero-phase lag; thus, the peak
amplitudes align at + = 0. The time-domain signal on the
trace identified by an asterisk in Figure 1-11 is derived by
summing all these sinusoids. This summation is an in-
verse Fourier transform. Such a time-domain signal is
called a wavelet. A wavelet usually is considered a
transient signal, that is, a signal with a finite duration. It
has a start time and an end time, and its energy is
confined between these two time positions. The wavelet
that was just constructed is symmetric around ¢ = 0 and
has a (positive) peak amplitude at = 0. Such a wavelet is
called zero phase. In fact, the wavelet was synthesized
using the zero-phase sinusoids of equal peak amplitude.

A zero-phase wavelet is symmetric with respect to zero
time and peaks at zero time. Figure 1-12 shows the results
of applying a linear phase shift to the sinusoids in Figure
1-11. Linear phase shift is defined as phase = con-
stant - frequency. The wavelet (identified by an asterisk)
has shifted in time by —0.2 s, but its shape has not
changed. Thus, a linear phase shift is equivalent to a

TV ORI
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FIG. 1-12. The same sinusoidal components as in Figure 1-
11, but with a —0.2 s constant time delay. When summed,
they yield a band-limited symmetric wavelet that is repre-
sented by the trace on the right (denoted by an asterisk).
This wavelet is the same as that shown in Figure 1-11, except
that it is shifted in time by —0.2 s. This time shift is related to
the linear phase spectrum associated with the summed
frequency components.
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FIG. 1-13. Starting with a zero-phase wavelet (a), linear phase shifts are applied to shift the wavelet in time without
changing its shape. The slope of the linear phase function is related to the time shift.
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FIG. 1-14. The same sinusoidal components as in Figure 1-11
but with a constant 90-degree phase shift applied to each.
The zero crossings are aligned at t = 0. Summation of these
sinusoids yields an antisymmetric wavelet that is represent-
ed by the trace on the right (denoted by an asterisk).

constant time shift. The slope of the line describing the
phase spectrum is proportional to the time shift.

The wavelet can be shifted by any amount of time simply
by changing the slope of the line that describes the phase
spectrum: (Figure 1-13). Starting with the zero-phase
wavelet, Figure 1-13 shows the effect of increasing
amounts of linear phase shift on a zero-phase wavelet.
Although not shown, by changing the sign of the slope in
the phase spectrum, the wavelet can be shifted in the
opposite time direction.

If a 90-degree phase shift is applied to each of the
sinusoids in Figure 1-11, as shown in Figure [-14, then
the zero crossings are aligned at ¢ = 0. The result of this
summation yields the wavelet shown on the trace identi-
fied by an asterisk. An antisymmetric wavelet is pro-
duced. Note that the two wavelets in Figures 1-11 and 1-
14 have the same amplitude spectrum because they have
the same frequency content. The difference lies in their
phase spectra. The wavelet in Figure 1-11 has zero-phase
spectrum, while that in Figure 1-14 has a constant-phase
spectrum (+90 degrees). Therefore, the difference in
wavelet shape is due to the difference in their phase
spectra.

Figure 1-15 shows the effect of various amounts of
constant phase shift on a zero-phase wavelet. The 90-
degree phase shift converts the zero-phase wavelet to an
antisymmetric wavelet. The 180-degree phase shift
changes the polarity of the zero-phase wavelet. The 270-
degree phase shift changes the polarity of the zero-phase
wavelet, while converting it to an antisymmetric wavelet.
Finally, the 360-degree phase shift retains the shape of
the original wavelet. A constant phase shift changes the
shape of a wavelet. In particular, a 90-degree phase shift
converts a symmetric wavelet to an antisymmetric wave-
let, while a 180-degree phase shift changes its polarity.

So far, two basic phase spectra have been examined;
namely, linear and constant phase shifts. The combined
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FIG. 1-15. Starting with the zero-phase wavelet (a), its shape is changed by applying constant phase shifts. A 90-
degree phase shift converts the zero-phase wavelet to an antisymmetric wavelet (b), while a 180- degree phase shift
reverses its polarity (c). A 270-degree phase shift reverses the polarity, while making the wavelet antisymmetric (d).
Finally, a 360-degree phase shift does not modify the wavelet (e).

effect of the two now is considered. The phase spectrum
is a function defined as a + b - frequency, where a is the
constant phase shift and 4 is the slope of the linear phase
shift. Figure 1-16 shows the results of applying a 90-
degree constant phase plus a linear phase component to
the sinusoids in Figure 1-11. The zero-phase wavelet with
the same amplitude spectrum as that in Figure 1-11 was
shifted in time by ~0.2 s because of the linear phase shift,
and converted to an antisymmetric form because_of the
constant 90-degree phase shift.

Other variations in phase spectrum are shown in Figure
1-17. The zero-phase wavelet (Figure 1-17a) can be
madified to different shapes simply by changing the phase
spectrum. It can be modified so much that it may not
resemble the original wavelet shape as illustrated by the
last example (Figure 1-17d). By keeping the amplitude
spectrum unchanged, the wavelet shape can be changed
by modifying the phase spectrum.

1.2.3 Time-Domain Operations

Consider a reflectivity sequence represented by the time
series (1, 0, 3). Also consider an impulsive source that
causes an explosion at 1 = 0 with an amplitude of 1. The
response of the reflectivity sequence to an impulse is
called the impulse response. This physical process can be
described as follows:

Time of Reflectivity
Onset Sequence Source Response
0 10 3 ] 10 3

One unit time later, suppose that the impulsive source
generates an implosion with an amplitude of —1. This
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FIG. 1-16. A linear (Figure 1-12) combined with a constant
phase shift (Figure 1-14) results in a time-shifted antisym-
metric wavelet. The wavelet is represented by the trace on
the right (denoted by an asterisk).
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FIG. 1-17. The shape of a zero-phase wavelet (a) can be modified by introducing a nonzero-phase spectrum of any

form as in (b), (¢), (d).

process is described as:

Time of Reflectivity
Onset Sequence Source Response
[ 10 3 -3 -3 0 -3

Note that the response is the reflectivity sequence scaled
by impulse strength. Since a general source function is
considered to be a sequence of explosive and implosive
impulses, the individual impulse responses are added to
obtain the combined response. This process is called
linear superposition and is described in Table 1-1.

In Table 1-1, the asterisk denotes convolution. The
response of the reflectivity sequence (1, 0, 1) to the
source wavelet (1, —1) was obtained by convolving the
two series. This is done computationally as shown in
Table 1-2.

Afixedarrayis setup from the reflectivity sequence. The
source wavelet is reversed (folded) and moved (lagged)
one sample at a time. At each lag, the elements that align
are multiplied and the resulting products are summed.
The mechanics of convolution are described in Table 1-3.
The number of elements of output array c(k) is given by m
+ n — 1, where m and »n are the lengths of the operand
array «afi) and the operator array b(j}, respectively.

When the roles of the arrays in Table 1-2 are inter-
changed, the output array in Table 1-4 results. Note that
the output response is identical to that in Table 1-2.
Hence, it does not matter which array is fixed and which
is moved as the convolution is performed.

Seismic processing often requires measurement of the
similarity or time alignment of two traces. Correlation is
another time-domain operation that is used to make such
measurements. Consider the following two wavelets:

Wavelet 1: (2,1, =1, 0, 0)
Wavelet 2: (0,0, 2, 1, —1)
Although these wavelets are identical in shape, wavelet 2

is shifted by two samples with respect to wavelet 1. The
time lag at which they are most similar can be deter-

- mined. To do this, perform the operation on wavelet | as

described in Table 1-3 without reversing wavelet 2 (omit
Step 0). This is crosscorrelation and the result is shown in
Table 1-5. Crosscorrelation measures how much two time
series resemble each other. Crosscorrelation of a time
series with itself is known as autocorrelation.

FromTable 1-5, note that maximum correlation occurs at
lag —2. This suggests that if wavelet 2 were shifted two
samples back in time, then these two wavelets would
have maximum similarity.

Table 1-6 shows the crosscorrelation values that result
when the arrays are interchanged. This time the maxi-
mum correlation occurs at lag 2. Thus, if wavelet 1 were
shifted two samples forward in time, then these two
wavelets would have maximum similarity. Also note that,
unlike convolution, crosscorrelation is not commutative;
i.e., the output depends on which array is fixed and
which is moving (compare the results listed in Tables 1-5
and 1-6).

Table 1-7 shows the autocorrelation lags of wavelet 1.
Note that maximum correlation occurs at zero lag, a
important property of autocorrelation. Moreover, t
autocorrelation function is symmetric. This is a property
of real time series. Therefore, only one side of the
autocorrelation needs to be computed.

Itis heuristically shown in Section 1.2.4 that convolution
in the time domain is equivalent to multiplication in the
frequency domain (Bracewell, 1965). Since correlation is
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Table 1-1. Linear superposition.

Time of Reflectivity
Onset Sequence Source Response
0 10 4 1 1 0 4
n Lol -4 -5 0 -
Superposition: 1 -4 I T

Expressed differently:
(1,0, )= (1, = = 1,-34 -

Table 1-2. Convolution of source wavelet (1, —1) with the
reflectivity sequence (1, 0, 1).

Reflectivity Output
Sequence Response
0 4

[N

tol— — —
—_—

tal—
—_—
Bl 19l td—

|
1ol—
|

Table 1-3. Mechanics of the convolutional process.
Fixed Array:
a(l) a(2) a(3) a(4) a(5) a(6) a(7) a(8)

Moving Array:

b(1) h(2) h(3)

Given two arrays, a(i) and b(j):

Step 0 = Reverse moving array b(j).

Step 1 = Multiply in the vertical direction.

Step 2 = Add thekproducts and write as output
point c(k).

Step 3 = Shift array b(j) one sample to the right
and repeat Steps 1 and 2.

a convolution without reversing the moving array (see
Table [-3), a similar frequency-domain operation also
applies to correlation. Figure 1-18 is a summary of
frequency-domain descriptions of convolution and corre-
lation.

From Figure 1-18, note that both convolution and corre-
lation produce an output with a spectral bandwidth that is
common to both of the input series. The immediate
example is the band-pass filtering process.. Also note that
phases are additive in case of convolution and subtractive
in case of correlation (Bracewell, 1963). For autocorrela-
tion, this implies that the output series is zero phase. This
fact already was verified by the example in Table 1-7
where it was shown that the autocorrelation is symmetric
with respect to zero lag.

As a measure of similarity, crosscorrelation is used
widely at various stages of data processing. For instance,
traces in a common-midpoint (CMP) gather are crosscor-
related with a pilot trace to compute residual statics shifts
(see Section 3.4). Again, the fundamental basis for com-
puting velocity spectra is crosscorrelation. The building
blocks of the Wiener filter (Section 2.6) are crosscorrela-
tion of the desired output waveform with the input
wavelet and autocorrelation of the input wavelet.

Table 1-4. Convolution of reflectivity sequence (1, 0, {) with
source wavelet (1, —3).

Source Output
Wavelet Response
I -3
101 1
10 1 -3
O !
101 -

Table 1-5. Crosscorrelation of wavelet 1 with wavelet 2.

2 1 -1 0 O Output Lag

0o 0 2 1 -1 -2 -4
0O 0 2 1t -1 1 -3
0 0 2 1 -1 6 -2

0o 0 2 1-1 1 —1

0 0 2 1 -1 -2 0

0 0 2 1 -1 0 1

0 0 2 1-1 0 2

00 2 1 -1 0 3

0o 0 2 1-1 0 4

Table 1-6. Crosscorrelation of wavelet 2 with wavelet 1.

0O 0 2 1 -1 Output Lag
2 1t-1 0 0 0 -4
2 1 -1 0 0O 0 -3
2 1 -1 0 o 0o -2
2 1 -1 0 ¢ 0o -1
2 1 -1 0 0 =2 0
2 1-1 0 0O 1 1
2 1 -1 0 O 6 2
2 1 -1 0 0 I 3
2 1 -1 0 0 =2 4
Table 1-7. Autocorrelation of wavelet 1.
2 1 -1 0 O Output Lag
2 1 -1 0 0 0 -4
2 1 -1 0 0O 0 -3
2 1 -1 0 O -2 =2
2 1-1 0 O 1 -1
2 1 -1 0 ¢ 6 0
2 1 -1 0 0O I 1
2 1 -1 0 0 -2 2
2 1 -1 0 0 0 3
2 1 -1 0 0 0 4

~

One other important process is the vibroseis correlation.
This involves crosscorrelation of a frequency-modulated
source (sweep) signal with the recorded vibroseis trace.
The sweep is a frequency-modulated vibroseis source
input to the ground. The convolutional model for vibro-
seis data is described in Section 2.7.7. Figure 1-19 shows
a vibroseis sweep signal, a recorded common-source
gather, and the correlated gather. The sweep length is 10
s with a frequency band of 6 to 60 Hz. The I[5-s
uncorrelated vibroseis record yields a 5-s correlated
record. Note that the early part of the uncorrelated
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record contains low-frequency energy with increasingly
higher frequencies at late times. This is because an
upsweep (frequency increasing with time) signal was used
in this data example. :

1.2.4 Frequency Filtering

What happens to a wavelet when its amplitude spectrum
is changed while its zero-phase character is preserved?
To begin, consider the wavelet (summed trace 1) result-
ing from superposition of two very low-frequency com-
ponents in Figure 1-20. Then add increasingly higher
frequency components to the Fourier synthesis (summed
traces 2 through 35). Note that the wavelet in the time
domain is compressed as the frequency bandwidth (the
range of frequencies summed) is increased. Ultimately, if
all the frequencies in the inverse Fourier transformation
are included, then the resulting wavelet becomes a spike,
as seen in Figure 1-21 (summed trace 6). Therefore, a
spike is characterized as the in-phase synthesis of all
frequencies from zero to the Nyquist. For all frequencies,
the amplitude spectrum of a spike is unity, while its phase
spectrum is zero.

Figure 1-22 shows five zero-phase wavelets, synthesized
as shown in Figure 1-20. Note that all of them have band-
limited amplitude spectra. A zero-phase band-limited
wavelet can be used to filter a seismic trace. The output
trace contains only those frequencies that make up the
wavelet used in filtering. The time-domain representation
of the wavelet is the filter operator. The individual time
samples of this operator are the filter coefficients. The
process described here is zero-phase frequency filtering,
since it does not modify the phase spectrum of the input
trace, but merely band limits its amplitude spectrum.

Frequency-domain filtering involves multiplying the am-
plitude spectrum of the input seismic trace by that of the
filter operator. The procedure is described in Figure 1-23.
On the other hand, the filtering process in the time
domain involves convolving the filter operator with the
input time series. Figure 1-24 is a summary of the filter
design and its time-domain application. The frequency-
and time-domain formulations of the filtering process
(Figures 1-23 and 1-24) are based on the following impor-
tant concept in time series analysis: Convolution in the
time domain is equivalent to multiplication in the fre-
quency domain. Similarly, convolution in the frequency
domain is equivalent to multiplication in the time domain
(Bracewell, 1965).

Frequency filtering can be in the form of band-pass,
band-reject, high-pass (low-cut), or low-pass (high-cut)
filters. All of these filters are based on the same principle:
construct a zero-phase wavelet with an amplitude spec-
trum that meets one of the four specifications. Band-pass
filtering is used most because a seismic trace typically
contains some low-frequency noise, such as ground roll,
and some high-frequency ambient noise. The usable
seismic reflection energy usually is confined to a band-
width of approximately 10 to 70 Hz, with: a dominant
frequency around 30 Hz.

Band-pass filtering is performed at various stages in data
processing. If necessary, it can be performed before

Input input
Array 1 Array 2

Forward Fourier Forward Fourier

Transform Transform
Phase Amplitude Amplitude Phase
Spectrum Spectrum Spectrum Spectrum

..

Inverse
Fourier ——*> Output

Transform Array

Add if convolution,
subtract if correlation ¢—u———— |

(1 from 2).

FIG. 1-18. The frequency-domain description of convolution
and correlation.

deconvolution to suppress remaining ground roll energy
and high-frequency ambient noise that otherwise would
contaminate signal autocorrelation. Narrow band-pass
filtering may be necessary before crosscorrelating traces
in a CMP gather with a pilot trace for use in estimating
residual statics shifts (Section 3.4). Band-pass filtering
also can be performed before computing crosscorrela-
tions during construction of the velocity spectrum for
improved velocity picking (Section 3.3). Finally, it is a
standard practice to apply a time-variant band-pass filter
to stacked data (this section).

Practical Aspects of Filter Design

Application of a filter in the frequency or time domain
(Figures 1-23 and 1-24) yields basically identical results.
In practice, the time-domain approach is favored, since
convolution involving a short array, such as a filter
operator, is more economical than doing Fourier trans-
forms.

From Figure 1-22, the fundamental property of fre-
quency filters can be stated as: The broader the band-
width, the more compressed the filter operator; thus,
Sfewer filter coefficients are required. This property also
follows from the fundamental concept that the effective
time span of a time series is inversely proportional to its
effective spectral bandwidth (Bracewell, 1965).

In designing a band-pass filter, the goal is to pass a
certain bandwidth with little or no modification, and to
largely suppress the remaining part of the spectrum as
much as practical. Initially, it appears that this goal can
be met by defining the desired amplitude spectrum for the
filter operator as follows:

ACf) = {l, h<f<f

0, elsewhere,

where f, and f> are the cutoff frequencies. This is known
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FIG. 1-19. Vibroseis correlation: the sweep signal is correlated with the recorded vibroseis record to get correlated
field data. A 10-s sweep and 15-s recorded data yield a 5-s correlated record.

as the boxcar amplitude spectrum. To analyze the prop-
erties of such a filter. perform the following sequence of
operations:

Define a Boxcar
Amplitude Spectrum
and Zero-Phase Spectrum
N
Inverse FFT
2
Filter Operator
¥
Truncate
Vv
Forward FFT
v

Compute Actual
Amplitude Spectrum

Figure [-25a shows the results of this sequence of opera-
tions. The operator is on top and the actual and desired
(boxcar) amplitude spectra are superimposed on the
bottom. The actual spectrum has a ringy character. This
is known as the Gibbs phenomenon (Bracewell. 1965),
and results from representing a boxcar with a finite
number of Fourier coefficients. From a practical stand-
point, the ringing is undesirable, since some of the
frequencies in the passband are amplified. while others
are attenuated. Additionally, some of the frequencies in
the reject zones on both sides of the boxcar are passed.
What is the remedy? Instead of defining the desired
passband as a boxcar, assign slopes on both sides (as
shown in Figure 1-25b) and thus define the passband as a
trapezoid. Note that the actual and desired amplitude
spectra are now closer in agreement and the operator is
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FIG. 1-20. The summation of zero-phase sinusoids with identical peak amplitudes. Trades resulting from each
summation are numbered from 1 to 5. As the frequency bandwidth is increased, the synthesized zero-phase wavelet
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FIG. 1-21. The output wavelet becomes a spike (summed trace 6) when the summation includes sinusoids at all
frequencies up to the Nyquist frequency. Compare this with output traces 1 through 5 in Figure 1-20. What causes
the peculiar pattern of amplitude modulation above approximately 84 Hz? .
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FIG. 1-22. A series of zero-phase wavelets (top row) and their respective amplitude spectra (bottom row). As
bandwidth is increased, the wavelet is more compressed in time.

Define a Desired
Amplitude Spectrum
for the Filter

Input Seismic
Trace

Fourier
Transform
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r

Amplitude
Spectrum

Phase
Spectrum

Multiply

|

Inverse
Fourier
Transform

Filtered
Output

FIG. 1-23. Design and application of a zero-phase filter in the
frequency domain.

more compact (it has fewer nonzero coefficients). How-
ever, in achieving a more compact operator, the shape of
the desired spectrum has been compromised and the
passband is broader than intended. The trapezoid slopes
must be sufficiently gentle to achieve a satisfactory result
as in Figure 1-25¢, where the actual and desired spectra
are approximately equal and the operator is compact.
This is most desirable in practice, since it is best to work
with operators that are as short as possible. It is recom-
mended that a gentler slope be assigned on the high-
frequency side relative to the low-frequency side of the
passband. Finally, while defining the passband as a
trapezoid, smoothing also must be applied at the corner
frequencies (A, B, C, and D, as indicated in Figure 1-

Set the Phase
Spectrum to Zero

Define a Desired
Amplitude Spectrum

Inverse
Fourier
Transform

l

Filter
Operator

Input Seismic
Trace Convolve

Filtered
Qutput

FIG. 1-24. Design of a zero-phase frequency filter and its
application in the time domain.

25¢). This must be done because the Fourier transform
exists only for continuous functions (Bracewell, 1965).
How short can the operator be? Figure 1-26 shows a
sequence of increasingly longer operators. Excessive
truncation causes a large deviation from the desired
amplitude spectrum even though reasonable slopes were
provided to the passband. This is noted in Figure 1-26,
where solid bars indicate operator length. Extension of
the operator length brings the desired and actual spectra
closer. However, there is a certain length beyond which
nearly zero coefficients are added to the operator. Note
that the frequency bandwidth is inversely proportional to
the effective length of the operator (Figure 1-22). This
criterion is used to established the operator length.
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FIG. 1-25. Three zero-phase wavelets (top row) and their respective amplitude spectra (bottom row). (a) The
steeply defined slopes of the passband cause ripples in the wavelet and the actual amplitude spectrum. (b) A
moderate and (c) gentle slope help eliminate the ripples. Refer to the text for a discussion of points A, B, C, and D.
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FIG. 1-26. Solid bars indicate the live length (nonzero coefficients) of the band-pass filter operator. Severe
truncation (a) causes significant departure of the actual amplitude spectrum from the desired (trapezoid) amplitude
spectrum, which is the same in all five cases.
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FIG. 1-27. Two wavelets (top row) with the same bandwidth
(bottom row); the passband of the left wavelet is centered at
15 Hz, while that of the right wavelet is centered at 35 Hz.
Both wavelets have ripples, although one is low and the
other is high frequency in character. Just having low or high
frequencies does not suffice; both are needed to increase
temporal resolution.

Bandwidth and Vertical Resolution

Frequency filtering is intimately tied to vertical (tempo-
ral) resolution of seismic data. Consider the filter opera-
tors in Figure 1-27. Both have the same effective band-
width (the difference between the high-cut and low-cut
frequencies); therefore. the envelopes of the two opera-
tors are identical. The greater ringyness of the second
operator (Figure 1-27b) results from its lower bandwidth
ratio (the ratio of the high-cut to the low-cut frequency).

There is a common misunderstanding that only high
frequencies are needed to increase temporal resolution.
This is not true. The top frame in Figure [-28 shows a
single reflector and three sets of closely situated reflec-
tors with 48-, 24-, and 12-ms time separations. A series of
narrow band-pass filters is applied to these data as shown
in the lower frames. The reflectors with the 48-ms
separation are resolved reasonably well by using the 10 to
20-Hz bandwidth. However, the more closely situated
reflectors cannot be resolved with this filter. For the 20 to
30-Hz bandwidth, again, the 48-ms reflectors are reason-
ably separated. Nevertheless, none of the narrow band-
pass filters provides good resolution. Just having low or
high frequencies does not improve temporal resolution.
Both low and high frequencies are needed to increase
temporal resolution. This is demonstrated further in
Figure 1-29. Note that closely situated reflectors can be
resolved with increasingly broader bandwidth. The 10 to
30-Hz bandwidth is sufficient to resolve the reflectors
with 48-ms separation. The 10 to 50-Hz bandwidth is
sufficient to resolve the reflectors with 24-ms separation.
Finally, the 10 to 100-Hz bandwidth is needed to resolve
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FIG. 1-28. The top section is a reflectivity model that
consists of, from left to right, three reflectors with 48-ms
separation, three reflectors with 24-ms separation, three
reflectors with 12-ms separation, and a single reflector at 1 s.
Band-limited responses (the same bandwidth, 10 Hz, cen-
tered at different frequencies) do not provide good resolu- -
tion.

the reflectors that are separated by 12 ms. There is a
close relationship between the amount of separation and
the desired bandwidth. This is discussed in Section 8.3.

Time-Variant Filtering

The seismic spectrum, especially the high-frequency end,
is subject to absorption along the propagation path be-
cause of the intrinsic attenuation of the earth (Section

5). Consider the portion of a stacked section and its
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narrow band-pass filtered panels in Figure 1-30. Signal is
present from top to bottom within the 10 to 20-, 20 to 30-,
and 30 to 40-Hz bands. Noise is noted below 3.2 s in the
40 to 50-Hz band. This noise quickly builds up to
shallower times at higher frequency bands. For example,
the 50 to 60-Hz band has useful signal down to 2.6 s,
while the 60 to 70- and 70 to 80-Hz bands have useful
signal down to only 1.8 s. Higher frequency bands of
useful signal are confined to the shallow part of the
section. Thus, temporal resolution is greatly reduced in
the deeper portions of the section. From a practical
standpoint, the time-variant character of the signal band-
width requires an application of frequency filters in a
time-varying manner. By doing this, the ambient noise,
which begins to dominate the signal at late times, is
excluded and a cleaner section is obtained. From Figure
1-30, the following time-variant filter (TVF) parameters
are selected:

Time, Filter Band,
ms Hz
0 10-70
1800 10-70
2600 10-60
3200 10-50
4000 10-40

In practice, the filters are blended across adjacent time
windows to establish a smooth transition of the passband
regions. For some data, the bandwidth may be kept quite
large from top to bottom. The stacked section in Figure
1-31 can tolerate wide-band filtering from early to late
times. A second band-pass series of filter scans, which is
shown in Figure 1-32, allows an assessment of the right
choice of the bandwidth for a given time gate. Here, we
start with a narrow band-pass filter at the low-frequency
end of the spectrum and gradually broaden the passband
by including higher frequencies.

Time-variantfilters typically are applied on stacked data.
A uniform bandwidth must be established when filtering
two sets of data that may have different vintages, source
types. or noise levels. This is especially significant when
trying to tie two lines and follow a reflector across them.
The interpreter uses the frequency character of a marker
horizon as a reference in the tracking procedure. There-
fore, two intersecting lines should be filtered so that the
reflection character is consistent from one to the other,
thus simplifying the interpretation.

1.3 WORLDWIDE ASSORTMENT OF
COMMON-SHOT GATHERS

Forty common-shot gathers, both land and marine, from
North and South America, Europe, the Middle East,
North Africa, and the Far East. are presented in Figure
1-33. Source types are vibroseis, Geoflex,* dynamite, air
gun, Maxipulse,** Aquapulse.** and Aquaseis.™ The re-

“Registered trademark of Imperial Chemical Industries.
**Registered trademark of Western Geophysical Company of Amer-
ica.
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FIG. 1-29. The top section is the same reflectivity model as
in Figure 1-28. Reflectors with large separation (48 ms) are
resolvable with a bandwidth as low as 10 to 30 Hz; however,
reflectors with smaller separation (24 and 12 ms) require
increasingly larger bandwidths for resolution.

cording parameters, including the number of traces,
number of samples per trace, sampling interval, trace
interval, and inner offset, are indicated in Table 1-8.
Study the field records to learn how to recognize different
types of waves. For display purposes, an instantaneous
type of gain (AGC) (Section 1.5) was applied to all 40
records. These records will be referred to by their record
numbers in the following discussions.

The main goal in processing reflection seismic data is to
enhance genuine reflection signal by suppressing unwant-
ed energy in the form of coherent and random ambient
noise. In the following paragraphs, shot gathers are
examined to point out the different types of seismic
energy.

Record 1is a correlated vibroseis dataset. (For vibroseis
correlation, refer to Section 1.2.3.) A number of reflec-
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FIG. 1-30. The right-most panel is a portion of a CMP stack without filtering. The remaining panels show the same

data with different narrow-band filters applied.
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FIG. 1-31. The right-most panel is a portion of a CMP stack without filtering. The remaining panels show the same

data with different narrow-band filters applied.

tions are present in this record with reasonably good S/N
ratio. A genuine reflection is recognized on common-shot
gathers by its hyperbolic nature. Reflections behave the
same way on common-midpoint gathers. A flat horizon
with no dip yields a symmetric hyperbola on both com-
mon-shot and common-midpoint gathers recorded using
split-spread geometry. (In split-spread geometry, the
source is located somewhere in the middle of the receiver
cable, usually at the center.) A dipping horizon yields a
skewed hyperbola on a common-shot gather, while still
yielding a symmetric hyperbola on a common-midpoint

gather. Reciprocity of sources and receivers provides this
symmetry. From the reflection hyperbolas in Record 1,
note that the subsurface is made up of nearly horizontally
flat layers. Any irregularity in the shape of the moveout
hyperbola can be attributed to near-surface effects and
lateral variations in velocity.

Record 2 is an asymmetric shot gather. Note the reflec-
tion energy between 1 and 2 s, with rather irregular
moveout. Record 3. which was obtained by using dyna-
mite, contains a series of reflections with nearly perfect
hyperbolic moveout, especially between 1 and 3 s. This
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10-40

10-30 10-20Hz Out

10-50

FIG. 1-32. The right-most panel is a portion of a CMP stack without filtering. The remaining panels show the same
data with different band-pass filters (with increasingly wider passbands) applied.

record is from the days of analog recording. It is not
uncommon to digitize old analog data and process it with
modern techniques.

Record 4 contains events with complex moveout be-
tween 2.5 and 3.5 s. Events A, B, and C have skewed
hyperbolic moveouts, which, in this case, suggests that
they are dipping up toward the left. Also note the
traveltime distortions along the moveouts due to (most
likely) near-surface irregularities.

Record S has some ground roll energy, which is charac-
terized by its low-frequency, high-amplitude appearance,
particularly on short-offset traces. This kind of energy
typically is suppressed in the field by using a proper
receiver array. Record 6 contains weak and strong,
nearly flat reflectors (A and B). The break in the reflec-
tion hyperbola (C,C,) suggests the presence of a fault (C,
on the upthrown side and C, on the downthrown side).
Again, note the ground roll energy with its dispersed low-
frequency character on inside traces (event D).

Record 7 contains three interesting events. Event A is a
skewed hyperbola, which suggests that it is dipping up
toward the left, while event B is nearly symmetric, which
suggests a flat dip. Finally, event C shows a discontinuity
F along its moveout curve, indicating the presence of a
fault.

Record 8 shows a record with excellent signal quality.
This dynamite record has a number of reflections and
associated interbed reverberations. Note the progressive
decrease in the S/N ratio at late times. This is true for
almost all seismic data. Event A has large moveout
because it is shallow, while event B has small moveout
because it is deep. (Linear energy C is referred to in
Exercise 1.21.)

Record 9, which is a correlated vibroseis dataset, has a
series of reflections and ground roll. Unlike data from
impulsive sources such as dynamite, first breaks in
vibroseis data may not be distinguishable (compare, for
example, Records 8 and 9). This is because the correlated
vibroseis record contains some of the side lobes of the
sweep signal autocorrelation. Note the increase in ran-
dom noise in the later part of the record below 3 s.

Record 10 contains two strong shallow reflectors, A and
B, in addition to ground roll energy C. Also, a bundle of
energy with extremely large moveout is noted between
2.5 and 5 s (Dy-D»). This coherent noise may be attribut-
ed to side-scattered energy, which is caused by inhomo-
geneities in the subsurface (particularly at the water
bottom) that behave as point sources.

Record 11 contains four prominent reflections. This
record is from Alaska, where the thickness of the perma-
frost layer can be irregular. Such near-surface irregular-
ities can have lateral dimensions that range from less than
a group interval to wavelengths that are several times a
cable length. As seen on the right flank of the hyperbolas
(events A, B, C, and D), these irregularities cause
substantial time shifts in reflection arrivals. Such distor-
tions in moveout could be dynamic (time-dependent) or
static (time-independent). They should be corrected be-
fore stacking. Except for these distortions, all events
seem to have symmetric, hyperbolic moveouts that indi-
cate nearly horizontally layered substrata.

Record 12 is a field record with a low S/N ratio. A
complex subsurface structure is implied between 2 and
3.5 s.

From Record 13, note the high-frequency hyperbolic
energy S that is associated with a side scatterer, possibly
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Table 1-8. Parameter index of a worldwide assortment of common-shot gathers.

Number of Number Trace Inner

Record . Samples of Sampling Interval, Offset,

Number Area per Trace Traces Interval, ms For M ForM Source
1 South Texas 1275 48 4 330 F 990 F Vibroseis*
2 West Texas 1025 120 4 100 F 400 T Vibroseis
3*x Louisiana 1500 24 4 340 F 340 F Dynamite
4 Turkey 1275 48 4 100 M 250 M Vibroseis
5 South America 3000 48 2 100 M 200 M Dynamite
6 Far East 1250 48 4 100 M 150 M Dynamite
7 South America 2600 48 2 100 M 300 M Vibroseis
8 Central America 1300 96 4 50 M 100 M Dynamite
9 Alaska 1000 96 4 220 F 990 F Vibroseis
10 North Africa 1325 120 4 25 M 300 M Vibroseis
11 Alaska 1000 96 4 220 F 990 F Vibroseis
12 Mississippi 1275 48 4 330 F 990 F Vibroseis
13 Offshore Offshore 2025 48 4 220 F 875 F Air gun
14 Offshore Texas 1525 48 4 220 F 690 F Aquapulse
15 Offshore Canada 2500 48 2 25M 360 M Alr gun
16 South America 1275 48 4 25 M 233 M Air gun
17 South America 2000 48 4 SO0 M 250 M Air gun
18 Offshore Louisiana 1500 120 4 82 F 716 F Air gun
19 Turkey 1250 216 4 10 M S50 M Dynamite
20 South Aleutians 2025 120 4 82 F 921 F Air gun
21 Denver Basin 1550 48 2 220 F 220 F Vibroseis
22 Williston Basin 1550 48 2 IO F 110 F Vibroseis
23 San Juaquin 1550 48 2 220 F . 220 F Vibroseis
24 Arctic 3000 48 2 220 F 220 F Aquaflex
25 Alberta 2000 96 2 S50 M 50 M Dynamite
26 Alberta 1500 48 2 67 M 67 M Dynamite
27 Canada 1791 92 4 (1-28) S0 M 200 M Air gun

(29-92) 25 M
28 Canada 2500 48 2 25 M 300 M Air gun
29 Offshore Spain 2000 48 4 S50 M 250 M Maxipulse
30 Offshore Crete 2125 96 4 25M 230 M Air gun
3] North Sea 1550 96 4 25 M 228 M Air gun
32 North Sea 1550 96 4 25 M 178 M Air gun
33 North Sea 1625 96 4 25 M 200 M Air gun
34 Celtic Sea 1500 60 4 50 M 253 M Air gun
35 Denmark 2500 52 2 100 M 100 M Dynamite
36 Middle East 1024 48 4 S50 M 250 M Vibroseis
37 Turkey 1000 48 4 75M 187 M Vibroseis
38 North Africa 2500 60 2 100 M 100 M Vibroseis
39 Middle East 2500 60 2 S0 M 100 M Geoflex
40 West Africa 2600 96 2 30M 120 M Dynamite

* All vibroseis records have been correlated.
** Analog recording.

at the water bottom.

Record 14 has three identifiable reflections: A, B, and C.
Reverberations and multiples also make up a significant
portion of the data.

Record 15 is a marine record. The hard water bottom
causes refraction arrival A. This shot gather primarily
contains guided waves, which are manifested as linear
trends such as B, C, and D. The genuine reflection E has
little moveout.

Guided waves are trapped within a water layerand travel
in the horizontal direction. They are dispersive;i.e., each
frequency component travels at a different speed, which
is called horizontal phase velocity. Their behavior is
variable, primarily dictated by water bottom conditions
and the thickness of the water layer. They are an impor-
tant source of coherent noise and are mainly confined to
the supercritical region of propagation, where no trans-
mission occurs into the substratum. The nature of guided
waves is analyzed in Section 7.3.

Wave packet A in Record 16is made up entirely of guided
waves. Direct arrivals B carry the highest frequency

components, while lower frequencies C arrive earlier.
Moderate frequencies D make up the later portion of the
dispersive wave packet. This record has a reflection E
and long-period multiples M1 through M4. The reflection
and its multiples also have an accompanying reverberat-
ing wave train that is nearly 300 ms long.

Record 17 is longer than the common length (4 to 6 s)
used in seismic data acquisition. There is no apparent
signal after 4 s; nevertheless, very weak signals can
sometimes be uncovered by stacking.

Record 18 has some events worth mention. Dispersive
waves A, which include the head wave and direct arrivals
make up the early portion of the record. Some reflec-
tions, B, C, and D are followed by short-period reverber-
ations. In the deeper part of the record, note the events
with extremely large moveout E, which is unusual for
deep data. These events represent the side-scattered
coherent noise.

Record 19 is a walk-away noise test. It is actually a
composite of six shot records. The receiver cable was
held constant while the shots were moved away without

(Text continued on page 40)
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Record 39.

overlap. The receiver group interval is 10 m. The receiv-
ers in each group were bundled together without array
forming. This allowed all signal and noisc wavelengths to
be recorded. Horizontal wavelength is determined by
measuring the dominant frequency (the reciprocal of the
time between successive peaks or troughs) and the hori-

zontal phase velocity (the reciprocal of stepout Ar/Avx of

the unwanted ground roll. The horizontal wavcelength
then is used to design the receiver array length that is
needed to suppress this energy (sce Exercise 1.2). Wave
packet A A, (between 1.7 and 4.6 on the far-left trace) is
an excellent example of ground roll. The lincar coherent
cnergy with opposite dip BB is the backscattered com-

) 5

Record 40.

ponent. Reflection C is being disrupted by ground roll
energy.

Groundrollisdifferent from guided waves. although both
are dispersive. Ground roll is onc type of Rayleigh wave
that arises because of the coupling of compressional
waves (P) and the vertical component of shear waves
(SVj that propagate along the free surface (Grant and
West, 1965). On the other hand. guided waves are onc
kind of compressional wave that travels within a layer
jJust as sound waves travel in an organ pipe.

Record 20 (marine) shows a variety of wave types. Direct
arrivals A are significantly suppressed by receiver arrays
in the field. We can sce the water bottom reflection B on
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short-offset traces. Note a shallow reflector C and associ-
ated refraction arrival D. At 1 s, another reflector E is
seen. Much of the energy between 1 and 3 s most likely is
multiples associated with B, C, and E. Linear noise
(possibly cable noise) F and the lower-frequency propel-
ler noise G appear in the deeper portion of the record
after 4 s.

Record 21 (vibroseis) has a weak A and a strong B
shallow reflector. Below 2 s, ambient noise dominates the
record. Record 22 is another vibroseis record. Note
reflection arrivals A, B, and C. Although reasonably
hyperbolic, there are some fluctuations in traveltimes
that may be attributed to near-surface complexity (as
inferred by the first breaks). Record 23 shows similar
characteristics.

Record 24 is a marine shot gather that was acquired with
an Aquaseis source. Direct arrivals A, the water-bottom
reflection B, and first-order multiples M1, M2, are easily
recognized. A primary reflection P and its peg-leg multi-
ple PL also are distinguished.

Record 25 (land) has very good signal quality. In addition
to the several primary reflections, note ground roll ener-
gy A. It is predominantly low frequency and travels with
low group velocity (the speed with which the energy in a
wave packet travels). Also note the near-surface effects
that cause traveltime distortions along the right flanks of
reflections B, C, D, and E. Record 26 (obtained by using
dynamite) does not have a well-developed ground roll
energy; however, it is still recognizable from its low-
frequency character A. Traveltime paths that correspond
to reflections (for example, B, C, and D) have been
disrupted by ground roll and possibly distorted by irregu-
larities in the near surface. ,

Record 27 (marine) is interesting. Note the change in the
cable geometry A (see Table 1-8). There is a well-
developed dispersive wave packet B that spans between
1.9 and 2.9 s at the far-offset trace. This includes the head
wave and direct arrivals. Also note the distinct moveout
difference between events C and D. Event C, with a
larger moveout, belongs to the short-period multiple
wave train that is associated with the water-bottom
reflection. Event D, with a small moveout, is a primary
reflection with its own peg-leg series F.

The air-gun data in Record 28 contain high-velocity
reflections with little moveout. Note the predominant
guided wave packet C that spans between 0.7 and 1.9 s at
the far-offset trace. It is due to the strong water-bottom
refractor D.

Record29is puzzling (see Exercise 1.4). The skewness of
the reflection hyperbolas (B, C, D, and E) increases in
depth.

Record 30 is a deep-water shot record. The direct arrival
A, water-bottom reflection B, and shallow reflection C,
can be identified easily. First-order water-bottom multi-
ples M and peg-leg multiples PL, which are associated
with the shallow reflector C, also are prominent in this
record.

Record 31 is a shot record primarily made up of guided
waves. The following elements are identified: A is refrac-
tion arrival, B is its multiples, C is direct arrival, D is the
dispersive medium-frequency components of guided

waves between 1.8 and 3 s at the far-offset trace, and E is
backscattered energy.

Record 32 is another marine record that contains strong
guided wave energy. A refractor A, direct arrival B, and
dispersed wave packet C span between 1.3 and 4 s at the
far-offset trace. There also is subcritical reflection ener-
gy, most of which is reverberation D, E.

The events on Records 33, 34, and 35 are referred to in
Exercises 1-7, 1-8, and 1-9. The leftmost four traces in
Record 35 are associated with the recording channels that
are used to record auxiliary information.

Record 36 seems to have no events with hyperbolic
moveout. Record 37 has a few reflections, AD, BE, CF;
however, they are buried in strong ambient noise. Record
38 contains virtually no reflections. A strong dispersive
wave (ground roll) makes up the early part of the record,
while the remaining part contains primarily random
noise. Processing cannot yield signal from field data
without signal. At best, it suppresses whatever noise is in
the field data and brings up the reflection energy that is
buried in the noise. Seismic data must not be acquired
with the attitude, ‘‘Don’t worry, processing will bring out
the signal.”’

Record 39 is a Geoflex record containing strong ground
roll energy A. Additionally, the record from top to
bottom contains a strong high-frequency reverberating
wave train and short-period multiples that are associated
with the water bottom and, perhaps, a few shallow
reflectors. Record 40 has a small usable segment: i.e., the
longer offset traces on the left side between 1 and 4 s. The
remaining part of the record contains strong random
noise and transient noise, A, B, C, D, and E, which are
attributed to electronic instrument noise (possibly result-
ing from weather conditions).

To summarize, field records contain (a) reflections, (b)
coherent noise, and (c¢) random ambient noise. One
important aspect of data processing is to uncover genuine
reflections by suppressing noise of various types.

Reflections are recognized by their hyperbolic travel-
times. If the reflecting interface is horizontal, then the
apex of the reflection hyperbola is situated at zero offset.
On the other hand, if it is a dipping interface, then the
reflection hyperbola is skewed in the updip direction.

There are several wave types under the coherent noise
category:

1. Ground rollis recognized by low frequency, strong
amplitude, and low group velocity. It is the vertical
component of dispersive surface waves. Inthe field,
receiver arrays are used to eliminate ground roll.
Ground roll can have strong backscattered compo-
nents due to lateral inhomogeneities in the near-
surface layer.

2. Guided waves are persistent, especially in shallow
marine records in areas with hard water bottom.
The water layer makes a strong velocity contrast
with the substratum, which causes most of the
energy to be trapped within and guided laterally
through the water layer. The dispersive nature of
these waves makes them easily recognized on shot
records. Guided waves also make up the early
arrivals. The strongerthe velocity contrastbetween
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the water layer and the substratum, the smaller the
critical angle; thus, more guided-wave energy is
trapped in the supercritical region. When there is a
strong velocity contrast, refraction energy propa-
gates in the form of a head wave. Guided waves
also are found in land records. These waves are
largely attenuated by CMP stacking. Because of
their prominently linear moveout, in principle
they also can be suppressed by dip filtering tech-
niques. One such filtering technique is based on 2-
D Fourier transformation of the shot record. This
is discussed in Section 1.6.2. Another approach is
based on slant stacking, which is described in
Section 7.4.

3. Side-scattered noise commonly occurs at the water
bottom, where there is no flat, smooth topography.
Irregularities of varying size act as point scatterers,
which cause diffraction arrivals with table-top tra-
Jjectories. They can be on or off the vertical plane of
therecordingcable. These arrivals typically exhibit
alarge range of moveouts, depending on the spatial
position of the scatterers in the subsurface.

4. Cable noise is linear and low in amplitude and
frequency. It primarily appears on shot records as
late arrivals.

5. The air wave with a 300 m/s velocity can be a
serious problem whenshooting withsurface charges
such as Geoflex, Poulter, or land air gun. Perhaps
theonly effective way toremove airwaves isto zero
out the data on shot gathers along a narrow corridor
containing this energy (notch muting). It often is
impossible to recover any data arriving after the air
wave on Poulter data.

6. Power lines also cause noisy traces in the form of a
monofrequency wave. Amonofrequency wave may
be 50 or 60 Hz, depending on where the field survey
was conducted. Notch filters often are used in the
field to suppress such energy.

7. Multiplesare secondary reflections withinterbed or
intrabedraypaths. Guided wavesinclude supercriti-
calmultiple energy. Multiplesare attacked by meth-
ods, which are based on moveout discrimination,
and prediction theory, which uses the periodic
behavior of multiples. The most effective moveout-
based suppression technique often is CMP stack
withinside-trace mute (Section8.2). Prediction the-
ory should be particularly effective, at least in
theory, in the slant-stack domain (Section 7.5).

Random noise has various sources. A poorly planted
geophone, wind motion, transient movements in the
vicinity of the recording cable, wave motion in the water
that causes the cable to vibrate, and electrical noise from
the recording instrument — all can cause ambient noise.
The net result of scattered noise from many scatterers in
the subsurface also contributes to random noise (Larner
et al., 1983).

In Section 1.5, it is noted that energy propagating within
the earth is subject to decay in amplitude because of
wavefront divergence and frequency-dependent absorp-
tion from the intrinsic attenuation of rocks. Signal
strength therefore decreases in time, while random noise
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FIG. 1-34. Seismic data volume represented in processing
coordinates, midpoint-offset-time. Deconvolution acts on
the data along the time axis and increases temporal resolu-
tion. Stacking compresses the data volume in the offset
direction and yields the plane of stacked section (the front
face of the prism). Migration then moves dipping events to
their true subsurface positions and collapses diffractions,
thus increasing lateral resolution.

persists and eventually dominates. Unfortunately, gain
corrections to restore signal strength at later times boost
random noise in the process. Fortunately, CMP stack
suppresses a significant part of the uncorrelated random
noise (Section 1.4.3).

1.4 BASIC DATA PROCESSING
SEQUENCE

Since the introduction of digital recording, a routine
sequence in seismic data processing has evolved. This
basic sequence now is described to gain an overall
understanding of each step.

There are three primary stages in processing seismic
data. In their usual order of application, they are:

1. Deconvolution
2. Stacking
3. Migration.

Figure 1-34 represents the seismic data volume in proc-
essing coordinates; namely, midpoint-offset-time. Decon-
volution acts along the time axis. It removes the basic
seismic wavelet (the source time function modified by
various effects of the earth and recording system) from
the recorded seismic trace and thereby increases tempo-
ral resolution. Deconvolution achieves this goal by com-
pressing the wavelet. Stacking also is a process of
compression. In particular, the data volume in Figure
1-34 is reduced to a plane of midpoint-time at zero offset
(the frontal face of the box) first by applying normal
moveout correction to traces from each CMP gather
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Recording Mode
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(1,1(2,1) 3,1) ... (M,1)
(1,2) (2,2) 3,2) . . . (M,2)
(1,3) (2,3) (3,3) . . . (M,3)

(1,N) (2,N) (3,N) . . . (M;N)

Trace Mode

v (i,j): ith recording channel
jth time sample

FIG. 1-35. Seismic data are recorded in rows of samples;
samples at the same time at consecutive channels. Demulti-
plexing involves sorting the data into columns of samples—
all the time samples in one channel followed by those in the
next channels.

(Section 3.2), then by summing them along the offset
axis. The result is a stacked section. (The terms stacked
section, CMP stack, and stack often are used synony-
mously.) The CMP stack is an approximation to zero-
offset section. Finally, migration commonly is applied to
stacked data. Migration is a process that collapses dif-
fractions and maps dipping events on a stacked section to
their true subsurface locations. In this respect, migration
is a spatial deconvolution process that improves spatial
resolution.

All other processing techniques may be considered sec-
ondary in that they help improve the effectiveness of the
primary processes. For example, dip filtering may need
to be applied before deconvolution to remove coherent
noise so that the autocorrelation estimate is based on
reflection energy that is free from such noise. Wide band-
pass filtering also may be needed to remove very low-
and high-frequency noise. Before deconvolution, correc-
tion for geometric spreading is necessary to compensate
for loss of amplitude due to wavefront divergence. Veloc-
ity analysis, which is an essential step for stacking, can
be improved by multiple suppression and residual statics
corrections.

Keep in mind that the success of a process depends not
only on the proper choice of parameters pertinent to that
particular process, but also on the effectiveness of the
previous processing stages. As outlined above, conven-
tional processing is based on certain assumptions. Many
of the secondary processes are designed to make data
compatible with the assumptions of the three primary
processes. Deconvolution assumes a stationary, vertical-
ly incident, minimum-phase source wavelet and white
reflectivity series that is free of noise. Stacking assumes
hyperbolic moveout, while migration is based on a zero-
offset (primaries only) wave field assumption. A pessi-

mist could claim that none of these assumptions is valid.
He may be right; however, when applied, these tech-
niques do provide results that are close to the true
subsurface picture. This is because these three processes
are robust and their performance is not very sensitive to
the underlying assumptions in their theoretical develop-
ment.

The following sequence describes basic seismic data
processing.

1.4.1 Preprocessing

Field data are recorded in a multiplexed mode using a
certain type of format. The data first are demultiplexed as
described in Figure 1-35. Mathematically, demultiplexing
is seen as transposing a big matrix so that the columns of
the resulting matrix can be read as seismic traces record-
ed at different offsets with a common shotpoint (Figure
1-36). At this stage, the data are converted to a conve-
nient format that is used throughout processing. This
format is determined by the type of processing system
and the individual company.

Preprocessing also involves trace editing. Noisy traces,
traces with transient glitches (see Figure 1-33, Record
40), or monofrequency signals (see Figure 1-33, Record 3)
are deleted; polarity reversals (see Figure 1-33, Record 2)
are corrected.

A gainrecovery function is applied on the data to correct
for the amplitude effects of wavefront (spherical) diver-
gence (Figure 1-37). This. amounts to applying a geomet-
ric spreading function, which depends on traveltime, and
an average primary velocity function, which is associated
with primary reflections in a particular survey area
(Section 1.5). Additionally, an exponential gain function
may be used to compensate for attenuation losses. As an
option, it may be desirable to filter the data with a wide
band-pass filter before deconvolution.

Finally, field geometry is incorporated with the seismic
data. This may precede any gain correction that is offset-
dependent. Based on surveying information, coordinates
of shot and receiver locations for all traces are stored on
trace headers. Changes in shot and receiver locations are
properly handled based on the information available in
the observer’s log. Many types of processing problems
arise from incorrectly setting up the field geometry.
Regardless of how meticulously processing parameters
are chosen, the quality of a stacked section can be
degraded severely because of incorrect field geometry.
For land data, elevation statics are applied at this stage to
reduce traveltimes to a common datum level. This level
may be flat or vary (float) along the line.

1.4.2 Deconvolution

The step that follows preprocessing is deconvolution.
Typically, prestack deconvolution is aimed at improving
temporal resolution by compressing the effective source
wavelet contained in the seismic trace to a spike (spiking
deconvolution). Predictive deconvolution (Sections 2.6
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FIG. 1-36. Common-shot gathers just after demultiplexing. These are from an offshore survey. Note the strong
amplitudes at the early part and the relatively weaker energy at the deeper part of the records. Such decay in

amplitude primarily is due to wavefront divergence.

FIG. 1-37. Common-shot gathers of Figure 1-36 after correcting for the amplitude effects of wavefront divergence.

Note the restored amplitudes at late times on the records.
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FIG. 1-38. Common-shot gathers of Figure 1-37 after spiking deconvolution. By examining some of the individual
reflections and comparing them with Figure 1-37, note how the wavelet and reverberatory energy that trails behind
each reflection is significantly suppressed by deconvolution.

and 2.7) with a prediction lag (commonly termed gap) that
is equal to the first or second zero crossing of the
autocorrelation function also is commonly used. Decon-
volution techniques used in conventional processing are
based on optimum Wiener filtering (Section 2.6).

Figure 1-38 shows the common-shot gathers after spiking
deconvolution. Wavelet compression is most obvious
when compared with the gathers in Figure 1-37. Since
spiking deconvolution broadens the spectrum of seismic
data, traces contain much more high-frequency energy
after deconvolution. Because both high-frequency noise
and signal are boosted, the data often need filtering with a
wide band-pass filter after deconvolution. In addition,
some kind of trace balancing is used after deconvolution
to bring the data to a common root-mean-squared (rms)
level, as shown in Figure 1-39. (Balancing is described in
Section 1.5.)

1.4.3 CMP Sorting

After the initial signal processing (described above), the
data are transformed from shot-receiver to midpoint-
offset coordinates. This is CMP sorting, which requires
field geometry information. Note that the term common

depth point (CDP) often is used instead of common
midpoint.

Seismic data acquisition with multifold coverage is done
in shot-receiver (s,g) coordinates. Figure 1-40 is a sche-
matic depiction of the recording geometry. On the other
hand, seismic data processing conventionally is done in
midpoint-offset (y,h) coordinates. The required coordi-
nate transformation is achieved by sorting the data into
CMP gathers. Each individual trace is assigned to the
midpoint between the shot and receiver locations associ-
ated with that trace. Those traces with the same midpoint
location are grouped together, making up a CMP gather.
Figure 1-41 depicts the geometry of a CMP gather. Note
that CDP gather is equivalent to a CMP gather only when
reflectors are horizontal and velocities do not vary hori-
zontally. However, when there are dipping reflectors in
the subsurface, these two gathers are not equivalent and
only the term CMP gather should be used. Selected CMP
gathers obtained from sorting the deconvolved shot gath-
ers (Figure 1-39) are shown in Figure 1-42.

Figure 1-43 shows the superpositionof shot-receiver(s, g)
and midpoint-offset (v,#) coordinates. The (y,4) coordi-
nates have been rotated 45 degrees relative to the (s,g)
coordinates. The dotted area represents the coverage
used in recording the seismic profile along the midpoint
axis, Oy. Each dot represents a seismic trace with the
time axis perpendicular to the plane of paper. The
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FIG. 1-39. Common-shot gathers of Figure 1-38 after trace balancing. Balancing is a time-invariant scaling of
amplitudes to a common rms level for all traces.

A

«Q

v
2~

Depth Point

FIG. 1-40. Seismic data acquisition is done in shot-receiver FIG. 1-41. Seismic data processing is done in midpoint-offset
(s,g) coordinates. The raypaths shown are associated with a (y,h) coordinates. The raypaths shown are associated with a
planar horizontal reflector from a shotpoint S to several single CMP gather. A CMP gather is identical to a CDP
receiver locations G. The processing coordinates, midpoint- gather if the depth point were on a horizontally flat reflector
(half) offset, (y,4) are defined in terms of (s,g): y = (g + 5)/2, and if the medium above were horizontally layered.

h = (g — s5)/2. The shot axis here points opposite the profiling
direction, which is to the left.
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FIG. 1-42. Selected CMP gathers corresponding to the same data as in Figure 1-39.

following gather types are identified in Figure 1-43:

1. Common-Shot Gather (shot record, field record)

2. Common-Receiver Gather

3. Common-Midpoint Gather (CMP gather, CDP

gather)

4. Common-Offset Section (constant-offset section)

5. CMP Stacked Section (zero-offset section).

The recording cable length is FG and the line length is
AD. The number of dots along the CMP gathers (cross-
section 3) is equal to the CMP fold. The fold tapers off at
the ends of the profile (segments AB and CD). Full-fold
coverage along the line is at midpoints over segment BC.
The diagram in Figure 1-43 is known as a stacking chart
and is useful when setting up the geometry of a line for
preprocessing. If there is a missing shot or a bad receiver,
the affected midpoints are identified easily (see Exercise
1.12).

The CMPrecordingtechnique, which was patentedin the
1950s and published later (Mayne, 1962), uses redundant
recording to improve the S/N ratio. To achieve redundan-
¢y, multiple sources per trace n,, multiple receivers per
trace n,, and multiple offset coverage of the same subsur-
face point ny, are used in the field. Given the total number
of elements in the recording system, N = n, - n,, - ns-, the
signal amplitude-to-rms noise ratio theoretically is im-
proved by a factor of V'N. This improvement factor is

based on the assumptions that the reflection signal on
traces of a CMP gather is identical and the random noise
is mutually uncorrelated from trace to trace (Sengbush,
1983). Because these assumptions do not strictly hold in
practice, the S/N ratio improvement gained by stacking is
somewhat less than VN. Common-midpoint stacking
also attenuates coherent noise such as multiples
(Mayne, 1962), guided waves, and ground roll. This is
because reflected signal and coherent noise usually
have different stacking velocities.

1.4.4 Velocity Analysis

In addition to providing an improved S/N ratio, multifold
coverage with nonzero-offset recording yields velocity
information about the subsurface (Chapter 3). Velocity
analysi$ is performed on selected CMP gathers or groups
of gathers. The output from one type of velocity analysis
is a table of numbers as a function of velocity versus two-
way zero-offset time (velocity spectrum). These numbers
represent some measure of signal coherency along the
hyperbolic trajectories governed by velocity, offset, and
traveltime. Figure 1-44 shows the velocity spectra at the
CMP locations indicated in Figure 1-42. Velocity-time
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pairs are selected from these spectra based on maximum
coherency peaks. These velocity functions then are spa-
tially interpolated between the analysis points across the
entire profile as shown in Figure 1-45, to supply a
velocity function for each CMP gather along the profile.
In areas with complex structure, velocity spectra often
fail to provide sufficient accuracy in velocity picks. When
this is the case, the data are stacked with a range of
constant velocities, and the constant-velocity stacks
themselves are used in picking velocities (Section 3.3).

1.4.5 NMO Correction and Stacking

The velocity field (Figure 1-45)isused in normal moveout
(NMO) correction of CMP gathers (Section 3.2). Figure
1-46 shows the CMP gathers in Figure 1-42 after moveout
correction. Note that events are virtually flattened across
the offset range; i.e., the offset effect has been removed
from traveltimes. However, as a result of moveout cor-
rection, traces are stretched in a time-varying manner,
causing their frequency content to shift toward the low
end of the spectrum. Frequency distortion increases at
shallow times and large offsets. To prevent the degrada-
tion of especially shallow events, the distorted zone is
deleted (muted) before stacking (Figure 1-47). Finally, a
CMP stack is obtained (Figure 1-48) by summing over the
offset. The stack is the frontal face of the data prism
shown in Figure 1-34.

1.4.6 Residual Statics Corrections

One extra step is needed before stacking for most land
and some shallow-water data. From the NMO-corrected
gathers in Figure 1-49a, note that the events in CMP 216
are not as flat as they are ‘in the other gathers. The
moveout in CMP gathers does not always conform to a
perfect hyperbolic trajectory. This often is because of
near-surface velocity irregularities that cause a static or
dynamic distortion problem. Lateral velocity variations
due to complex overburden can cause moveouts that
could be negative; i.e., a reflection event arrives on long-
offset traces before it arrives on short-offset traces. Close
examination of the velocity spectra indicates that some
are easier to pick (Figure 1-30a) than others (Figure
1-51a). The velocity spectrum that corresponds to CMP
297 has sharp coherency peaks that are associated with a
distinctive velocity trend. However, the velocity spec-
trum that corresponds to CMP 188 is noisy and difficult to
interpret.

To improve stacking quality, residual statics corrections
(Section 3.4) are performed on the moveout-corrected
CMP gathers. This is done in a surface-consistent man-
ner; that is, time shifts are dependent only on shot and
receiver locations, not on the raypaths from shots to
receivers. The estimated residual corrections are applied
to the original CMP gathers with no NMO correction.

y

(Midpoint)

\ s
{Shot)

(Receiver)

.....

h

(Offset)

FIG. 1-43. A hypothetical stacking chart (modified from
Claerbout, 1976). Each dot represents a single trace with the
time axis perpendicular to the plane of the page. Shot-
geophone (s,g), and midpoint-offset (y,#) coordinates are
superimposed with the (y,h) plane rotated 45 degrees with
respect to the (s,g) plane. Here, (1) is a common-shot gather,
(2) is a common-receiver gather, (3) is a CMP gather, (4)is a
common-offset section, and (5) is a CMP stacked section.
The remaining notation is defined in the text.

Velocity analyses then are often repeated to improve the
velocity picks (Figures 1-30b and 1-51b). With this im-
proved velocity field, the CMP gathers are NMO-correct-
ed (Figure 1-49b). Finally, the gathers are stacked as
shown in Figure 1-52b. For comparison, the stack with-
out the residual statics corrections is shown in Figure
1-52a. Reflection continuity over the problem zone (be-
tween midpoints 53-245) has been improved.

1.4.7 Poststack Processing

Predictive deconvolution (Sections 2.6 and 2.7) is some-
times effective in suppressing reverberations or short-
period multiples and in further whitening the spectrum.
Time-variant band-pass filtering (Section 1.2.4) is used to
suppress noisy frequency bands. Finally, some type of
gain (Section 1.5) is applied to bring up weak reflections
(compare Figure 1-48 with Figure 1-53). For true ampli-
tude preservation, time-variant scaling of stack ampli-
tudes is avoided; instead, a relative amplitude compensa-
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FIG. 1-44. Velocity spectra derived from the CMP gathers in Figure 1-42. Note the general trend common to all
velocity functions and the progressive loss of velocity resolution in the trends at late times.

tion function that is constant from trace to trace is applied
(Section 1.5). This is a slowly time-varying gain function
that amplifies weak late reflections without destroying
the amplitude relationships from trace to trace that may
be due to subsurface reflectivity.

1.4.8 Migration

Dipping events then are moved to their true subsurface
positions and diffractions are collapsed by migrating the
stacked section using the medium velocity (Figure 1-54).

The conventional processing sequence is summarized in
Figure 1-55. Each of the processes described above is
considered in detail in subsequent chapters.

1.5 GAIN APPLICATIONS

Gain is a time-variant scaling in which the scaling func-
tion is based on a desired criterion. Often, gain is applied
to seismic data for display. Another gain application is for
spherical spreading correction. A field record represents

(Text continued on page 56)



FIG. 1-45. Stacking velocity field over the length of the seismic line under consideration. This isovelocity contour
map was derived using the velocity picks from the spectra in Figure 1-44. When compared with Figure 1-48, this
figure reflects the structural trend in the subsurface. Triangular symbols on top indicate the locations of the velocity
analyses in Figure 1-44.
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FIG. 1-46. The CMP gathers of Figure 1-42 after NMO correction using the velocity picks derived from the spectra
in Figure 1-44. Note the stretching effect at the shallow part of the gathers, particularly at the far offsets. By
properly selecting the velocities. the primaries are flattened. (Compare the individual events in this figure and in
Figurc 1-42.)
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FIG. 1-45. Stacking velocity field over the length of the seismic line under consideration. This 1sovelocity contour
map was derived using the velocity picks from the spectra in Figure 1-44. When compared with Figure 1-48, this
figure reflects the structural trend in the subsurface. Triangular symbols on top indicate the locations of the velocity
analyses in Figure 1-44.
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FIG. 1-46. The CMP gathers of Figure 1-42 after NMO correction using the velocity picks derived from the spectra
in Figure 1-44. Note the stretching effect at the shallow part of the gathers, particularly at the far offsets. By
properly selecting the velocities, the primaries are flattened. (Compare the individual events in this figure and in
Figure 1-42.)
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FIG. 1-47. The CMP gathers of Figure 1-46 after muting the stretched zones. By muting. the degrading effect of the
stretched signal (very low frequency) on stacking quality is eliminated.

FIG. 1-48. The CMP stack associated with the gathers in Figure 1-47. The triangles refer to the locations of the
velocity analyses in Figure 1-44.
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FIG. 1-49. The NMO-corrected CMP gathers from a land scismic line (a) before and (b) after residual statics
corrections. Note that the distorted events (CMP 191. 216) have nearly been flattened (b).
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FIG. 1-50. Velocity spectra derived from the same data as in
Figure 1-49, (a) before and (b) after residual statics correc-
tions. Note that no significant difference exists between
spectra derived from CMP gather 297 with and without the
application of residual statics corrections. Reflection times
in this gather did not have significant residual static shifts.
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FIG. 1-51. Velocity spectra derived from the same data as in

Figure 1-49, (a) before and (b) after residual statics correc-
tions. Note the improvement after correcting down to 2.6 s.
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FIG. 1-52. The CMP stacks derived from the gathers in Figure

-49. The stack (a) without residual statics

corrections shows false structure and poor coherence in the vicinity of CMP 149-197. Both arc eliminated by

correcting for residual statics (b).
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FIG. 1-53. The CMP stack associated with the gathers in Figure 1-47. This stack is the same as in Figure 1-48 with a
time-variant filter (TVF) followed by an rms gain application.
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FIG. 1-54. Migrated CMP stack. The input to migration is the filtered stacked section. The migration output was
gained as in Figure 1-53.
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a wave field that is generated by a single shot. Conceptu-
ally, a single shot is thought of as a point source that
generates a spherical wave field. The earth has two
effects on a propagating wave field. In a homogeneous
medium, energy density decays proportionately to (1/7%),
where r is the radius of the wavefront. Wave amplitude is
proportional to the square root of energy density; it
decays as (1/r). In practice, velocity usually increases
with depth, which causes further divergence of the wave-
front and a more rapid decay in amplitudes with distance.
Second, the frequency content of the initial source signal
changes in a time-variant manner as it propagates. In
particular, high frequencies are more rapidly absorbed
than low frequencies. This is because of the intrinsic
attenuation in rocks.

Attenuation mechanisms still are the subject of extensive
research. However, one plausible mechanism for attenu-
ation is related to pore fluids. As the wavefront passes
through rocks, the fluids that are present in the pores are
disturbed. This disturbance is greater in partially saturat-
ed rocks than fully saturated rocks. Pore fluids consume
part of the energy of the propagating wave field, which
causes a frequency-dependent decay.

From Figure 1-56, note the wavefront divergence and
frequency absorption on the field record. The first panel
represents field data without any gain recovery function
applied. Note the gradual decay in amplitude at later
times. This record was filtered with a series of 10-Hz-
wide band-pass filters. The signal of the 10 to 20-Hz panel
exists down to about 6 s. On the 20 to 30-Hz panel,
however, signal is visible only down to about 4 s. Moving
to the higher frequency panels, note that the signal level
mainly is confined to increasingly shallower times. Now
apply the geometric spreading correction to the original
field record in the leftmost panel of Figure 1-56. The
result is shown in the leftmost panel of Figure 1-57. The
amplitude level has been restored at late traveltimes.
Filter panels of this record also are shown in Figure 1-57.
When the filter panels in Figures 1-56 and 1-57 are
compared with the same passband, we see that the
geometric spreading correction brought up some of the
signal level at late times. However, note that the geomet-
ric spreading correction did not restore the amplitudes of
the high frequencies as much as it restored the low
frequencies, since the high frequencies were subject to
stronger attenuation. The effect of attenuation now must
be removed by modifying the amplitude spectrum of the
signal, thereby making it broader. Deconvolution is one
process that is used to achieve this goal. Time-variant
spectral whitening is another. Both processes are de-
scribed in Chapter 2.

As discussed earlier in this section, wave amplitudes
decay as (1/r), where r is the radius of the spherical
wavefront. This is true for a homogeneous medium
without attenuation. For a layered earth, amplitude de-
cay can be described approximately by 1/[v? (1) - 1]
(Newman, 1973). Here, ¢ is the two-way traveltime and
v(t) is the rms velocity (Section 3.2) of the primary
reflections (those reflected only once) averaged over a
survey area. Therefore, the gain function for geometric
spreading compensation is defined by g(¢) = [v(t)/v(0)]° [¢/
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FIG. 1-55. A conventional processing flowchart.

t(0)], where v(0) is the velocity value at specified time
t(0). A more rigorous offset-dependent and time-depen-
dent description of the geometric spreading correction
function also can be used.

Signal-level decay is evident in the field records in Figure
1-58. Note the weak appearance of reflections, particular-
ly below 1 s. This does not mean that there are no strong
reflections below this time. Because of the amplitude
decay resulting from wavefront divergence, no signal is
seen at late times. As stated previously, this earth effect
must be removed to bring up any signal that may be
present in later parts of the record.

The same shot records after geometric spreading correc-
tion are shown in Figure 1-59. While reflections have
been brought up in strength, noise components in the
data also have been boosted. This is one undesirable
aspect of any type of gain application. Besides ambient
noise, coherent noise in the data may be boosted as
shown in Figure 1-60. By using the primary velocity
function in correcting for geometric spreading, the ampli-
tudes of the dispersive coherent noise and multiples have
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20-30 Hz 30-40 Hz 40-50 Hz 50-60 Hz

FIG. 1-56. A raw field record with no geometric spreading correction (leftmost panel) and its band-pass filtered
versions. Note that the larger reflection amplitudes are confined to shallower times at increasingly higher frequency
bands.

10-20 Hz 30-40 Hz 40-50 Hz 50-60 Hz

FIG. 1-57. The same field record as in Figure 1-56 (leftmost panel) after correcting for geometric spreading.
Amplitudes are restored but frequency absorption remains.
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FIG. 1-58. Raw field records from a land survey. Note the rapid decay in amplitudes at late times.

FIG. 1-59. The same field records as in Figure 1-58 after correcting for geometric spreading. The amplitudes have
been restored at late times. Unfortunately. ambient noise also has been strengthened.
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(a)
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FIG. 1-60. (a) A raw field record from a marine survey. Before correcting for geometric spreading. refraction and
guided wave energy dominate the record. (b) After the geometric spreading correction, while reflection amplitudes
have been restored, multiples and coherent noise also have been boosted. (¢) To a degree. trace balancing can bring

down the level of this undesired energy.
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FIG. 1-61. Gain is a time-variant scaling based on a function,
g(t). Based on some criteria, this function is defined at the
time samples (shown by solid circles) that are usually at the
center of specified time gates along the trace as indicated by
1, 2, 3, and 4. Gain application simply involves multiplying
g(1) by the input trace amplitudes.

been overcorrected. Another example of overcorrected
multiples is shown in Figure 1-57. (Compare the leftmost
panel with its equivalent in Figure 1-36.)

Various types of gain criteria are used in practice. Based
on a desired criterion, a gain function. g(7), is derived
from the data and multiplied with trace amplitudes at
cach time sample. This is illustrated in Figure [-61. The
gain function is specified or estimated at the time samples
indicated by the dots and interpolated between these
samples. Three common types of gain are described in
the following paragraphs.

1.5.1 Programmed Gain Control

Programmed gain control (PGC) is the simplest type of
gain. Referring to part of a stacked section in Figure 1-62,
a gain function can be defined by interpolating between
some scalar values specified at particular time samples.
Larger scalar values naturally would be assigned at late
times. In panels 1 through 4 in Figure 1-62, the applied
PGC factors are indicated by the circled numbers at
corresponding time values. When moving from panel 1 to
panel 4. the amplitudes are increasingly magnified. Rath-
er than picking the scalars in a qualitative manner. the
envelope of the ungained trace can be computed and
smoothed. The envelope. which is the curve drawn by
smoothly connecting the adjacent peaks (or troughs)
along the trace. is a reliable attribute that describes
amplitude decay rate. The PGC function then is the
inverse of the trace envelope. A single PGC function is
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FIG. 1-62. A portion of a CMP stack before and after application of four different PGC functions. The scale factors
used in constructing the gain functions are indicated by the circled numbers at the times of application.

256 256 128 1024 128 ~ No Gain

10

FIG. 1-63. A portion of a CMP stack before and after application of five different rms AGC functions. Numbers on
the top and bottom indicate the starting and ending gain window sizes in milliseconds.
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FIG. 1-64. A portion of a CMP stack before and after application of five different instantancous AGC functions. The
numbers on top indicate gain window sizes in milliseconds.

applied to all traces in a gather or stacked section to
preserve the relative amplitude variations in the lateral
direction.

1.5.2 RMS Amplitude AGC

The rms amplitude AGC gain function is based on rms
amplitude within a specified time gate on an input trace.
This gain function is computed as follows. The input
trace is subdivided into fixed time gates. First. the
amplitude of each sample in a gate is squared. Second,
the mean of these values is computed and its square root
is taken. This is the rms amplitude over that gate. The
ratio of a desired rms amplitude (say 2000) to the actual
rms value is assigned as the value of the gain function at
the center of the gate. Typically, we start out with a
certain gate length, say 256 ms, at the shallow part of the
trace. Gate length can be kept either constant or it can be
increased systematically down the trace. At ecach gate
center, the value of the gain function is computed as
described above. Function g(t) then is interpolated be-
tween the gate centers. Note that the specified time gates
are stationary, i.e., they do not slide down the trace.

Figure 1-63 shows the ungained data and a series of rms-
gained sections. The minimum and maximum gate
lengths are indicated at the top and bottom of cach panel.
respectively. When the gate used in the computation is
kept small. say [28/128 ms (minimum/maximum gate
lengths), then strong reflections become less distinet.

1.5.3 Instantaneous AGC

Instantancous AGC is one of the most common gain
types used. This gain function is computed as follows.
First, the mean absolute value of trace amplitudes is
computed within a specified time gate. Second. the ratio
of the desired rms level to this mean value is assigned as
the value of the gain function. Unlike the rms amplitude
AGC, this value is assigned to any desired time sample of
the gain function within the time gate, say the ath sample
of the trace. rather than to the sample at the center of the
gate. The next step is to move the time gate one sample
down the trace and compute the value of the gain
function for the (n + Dth time sample, and so on. No
interpolation is therefore needed to define this gain
function. Figure 1-64 shows the ungained data and a
series of instantaneous AGC-gained sections. Gate
lengths are indicated on top of cach panel. Very small
time gates can cause a significant loss of signal character
by boosting zones that contain small amplitudes. This
occurs with the 64-ms AGC output. In processing. this is
called a fast AGC. In the other extreme, if a large time
gate 1s selected, then the effectiveness of the AGC
process is lessened. In practice, 256- to 1024-ms AGC
time gates are commonly chosen.

All of the above gain operations modify the trace ampli-
tudes by function g(¢) in a time-varying manner. In true
amplitude processing. it is necessary to display the data
without applying a time-varying data-dependent gain
function. However, some amplitude scaling is always
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necessary for display, since plotters require input data
amplitudes to fall in a specific range. Trace balancing
(trace equalization) schemes are used for this type of
scaling. The balance factor is defined as the ratio of the
desired rms to the rms amplitude that is computed from a
specified time window. A separate balance factor is
computed for and applied to each trace, individually.
Alternatively, a single balance factor based on a selected
trace within a group of traces can be applied to the entire
group. This is called relative trace balancing. Note that
trace balancing amounts to scaling the trace by using a
single factor that is time-invariant (equivalent to a single-
window rms AGC). Figure 1-60 shows rms trace balanc-
ing of field data following the geometric spreading correc-
tion. Trace balancing commonly is applied immediately
after deconvolution (Figure 1-39), and on final stack
using large gates. :

In summary, gain is applied to data for various reasons.
Geometric spreading correction is applied to compensate
for wavefront divergence early in processing, -before
deconvolution. Also before deconvolution, an exponen-
tial gain may be applied to compensate for attenuation
losses. The AGC-type gain functions are applied to
seismic data to bring up weak signals. These gain func-
tions are time-variant. Third, trace balancing really is not
a gain, rather, it is balancing each trace in a group of
traces so that they all have the same desired rms ampli-
tude level. Gain must be used with care, since it can
destroy signal character. For example, a fast AGC makes
strong reflections indistinguishable from weak reflec-
tions.

1.6 THE 2-D FOURIER TRANSFORM

Multichannel processing operations can be loosely de-
fined as those that must operate on several data traces
simultaneously. Multichannel processes can be useful in
discriminating against noise and enhancing signal on the
basis of a criterion that can be distinguished from trace to
trace, such as dip or moveout. The 2-D Fourier transform
is a basis for both analysis and implementation of multi-
channel processes.

Consider the six zero-offset sections in Figure 1-65. The
trace spacing is 25 m with 24 traces per section. All have
monochromatic events with 12-Hz frequency, but with
dips that vary from 0 to 15 ms/trace. From the 1-D
Fourier transform discussion (Section 1.2), we know
about frequency, particularly temporal frequency, or the
number of cycles per unit time. This is the Fourier dual
for the time variable. However, a seismic wave field is
not only a function of time, but also a function of a space
variable (offset or midpoint axis). The Fourier dual for
the space variable is defined as spatial frequency, which
is the number of cycles per unit distance, or wave-
number. Just as the temporal frequency of a given
sinusoid is determined by counting the number of peaks
within a unit time, say 1 s, the wavenumber of a dipping
event is determined by counting the number of peaks

msftrace 0 3
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FIG. 1-65. Top row: ‘Six gathers, each containing 12-Hz
monofrequency events with different dips ranging from 0 to
15 ms/trace. Trace spacing is 25 m. Bottom row: Their
respective amplitude spectra. The small dark spots on the
spectra represent the mapping of events on the gathers. The
solid vertical lines are the frequency axis. If the positive dips
are defined as downdip from left to right, then all events map
onto the positive quadrant in the frequency-wavenumber (f-
k) plane. This is the first in a series of six figures that
describes mapping of monofrequency signals in the (f,k)
domain (Figures 1-65 through 1-70).

within a unit distance, say 1 km, along the horizontal
direction. Just as the temporal Nyquist frequency is
defined as [1/(2 - sampling interval)], the Nyquist wave-
number is defined as [1/(2 --trace interval)]. For all of the
sections in Figures 1-65 through 1-70, the Nyquist wave-
number is 20 cycles/km, since the trace interval is 25 m.

To compute the wavenumber that is associated with the
section corresponding to the 15 ms/trace dip in Figure 1-
65, fallow a peak or trough across the section. First
compute the total time dip across the section:

(23 traces/section) - (15 ms/trace) = (345 ms/section).
Then convert this to cycles by dividing by the (temporal)
period:

(345 ms/section)/[(1000 ms/s)/(12 cycles/s)] =

(4.14 cycles/section).

The spatial extent of the section is 575 m; therefore, the
15 ms/trace wavenumber associated with this dip and the
12-Hz frequency is

(4.14 cycles/section)/(0.575 km/section) = 7.2 cycles/km.

To continue this discussion, we will map these sections to
the plane of temporal frequency versus spatial wave-
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FIG. 1-66. The same as Figure 1-65, except using 24-Hz
monofrequency events.
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FIG. 1-67. The same as Figure 1-65, except using 36-Hz
monofrequency events.
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FIG. 1-68. The same as Figure 1-65, except using 48-Hz
monofrequency events.

number, then look at two quadrants of this plane. The
following convention will be used: Events with downdip
to the right are assigned positive dip. while events with
updip to the right are assigned negative dip. Additionally,
positive dips map onto the right quadrant. which corre-
sponds to positive wavenumbers, while negative dips
map onto the left quadrant, which corresponds to nega-
tive wavenumbers.

The plane of frequency-wavenumber (the f-k plane) ap-
pears at the bottom of each section in Figure 1-65. The
section with zero-dip events maps onto a single point on
the frequency axis at 12 Hz. Zero dip is equivalent to zero
wavenumber. The magnitude of the spike corresponds to
the peak amplitude of the sinusoids that make up the
traces in the section. Therefore, the f-A plane actually
represents the 2-D amplitude spectrum of the (z,x) sec-
tion. These data have been transformed from the time-
space domain to the frequency-wavenumber domain.
This process is mathematically described by the 2-D
Fourier transform.

There is a practical relationship between the four varia-
bles: space-time, (7,x), and.their Fourier duals, (f.k).
Measure the inverse of the stepout in the 15 ms/trace
section in Figure 1-65 by following a peak, trough, or zero
crossing from trace to trace. Stepout is defined as the
slope, dt/dx. In this case, the inverse of the stepout is:

dx/dt = 575 m/0.345 s = 1.67 km/s.

Now, compute the ratio:

Sk = (12 cycles/s)/(7.2 cycles/km) = 1.67 km/s.

From this, the inverse of slope dt/dx measured in the (t,x)
space along a constant phase is equal to the ratio of the
frequency to the wavenumber associated with the event.
Therefore, while retaining fixed stepout dt/dx, doubling
the frequency means doubling the wavenumber.

Note that all sections in Figure 1-65 have the same
frequency component. However, from 0 to 15 ms/trace,
the number of peaks increases horizontally across each
section. That is, for a given frequency. higher dips are
assigned to higher wavenumbers, as seen on the f-k plots.

From Figures 1-65 through 1-70, consider the same dip
components, but at different frequencies. Map each indi-
vidual section to the f-k plane. Nothing unusual happens
until the section with 15 ms/trace dip at 36 Hz is reached
in Figure 1-67. Here there is no positive dip. In fact, as a
whole, the section displays a checkerboard character. It
is difficult to determine whether the dip is positive or
negative.

At48 Hz (Figure 1-68), the correct dip directionis seenin
the first four sections. However, the fifth section, which
corresponds to the 12 ms/trace positive dip, shows a
negative dip. Therefore, it is mapped onto the negative
quadrant, which is the wrong quadrant for this section.
This dip component (12 ms/trace) at this frequency (48
Hz) is spatially aliased. In fact, any dip greater than 12
ms/trace is spatially aliased at this frequency.

In the next set of sections in Figure 1-69, spatial aliasing
occurs at 60 Hz for a 9 ms/trace dip. Spatial aliasing not
only causes mapping to the wrong quadrant, but also
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FIG. 1-69. The same as Figure 1-65. except using 60-Hz
monofrequency events.

causes mapping with the wrong dip. One obvious exam-
ple of this is mapping a 15 ms/trace dip at 60 Hz (Figure 1-
69). Finally, at 72 Hz (Figure 1-70), the 6 ms/trace dip
component is on the verge of spatial aliasing. Moreover,
the 15 ms/trace dip component is spatially aliased twice:
it folds back to the positive-dip quadrant and appears at a
lower dip.

This same analysis can be used for the negative-dip
components. From Figures 1-65 through [-70. note that
cach section as a whole was mapped onto a single point in
the frequency-wavenumber domain. Each section has an
associated unique frequency and wavenumber assigned
to it. These zero-offset sections can be considered repre-
sentations of plane waves that propagate at a unique
angle from the vertical and carry a monochromatic signal.
The wavefront is defined as the line of constant phase,
while the direction of propagation is perpendicular to the
wavefront. Since a seismic wave field is a superposition
of many dips and frequencies, it is equivalent to the
synthesis of many plane-wave components. In this re-
spect. the physical meaning of the 2-D Fourier transform
is important, for it is a way to decompose a wave ficld
into its plane-wave components.

A recorded wave field is a composite of many dip and
frequency components, such as those shown in Figures [-
65 through 1-70. Suppose that sections with the same dip.
but with different frequencies, are superimposed. The
composite sections are shown in Figure 1-71 with the
composite amplitude spectra below each section. For a
given dip. all frequency components map onto the f-k
plane along a straight line that passes through the origin.
The higher the dip, the closer the radial line in the f-k
domain is to the wavenumber axis. The zero-dip compo-
nents map along the frequency axis. From the 9. 12, and
15 ms/trace dips, note that the spatially aliased frequen-
cies are located along the lincar segments that wrap
around to the opposite quadrant in the amplitude spec-
trum. The steeper the dip. the lower the frequency at
which spatial aliasing occurs.

So far. adiscrete number of frequencies was considered.
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FIG. 1-70. The same as Figure 1-65, except using 72-Hz
monofrequency events.
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FIG. 1-71. Top row: Six gathers, cach formed by summing
gathers of the like dips in Figures 1-65 through 1-70. The
trace spacing is 25 m. Bottom row: Respective amplitude
spectra.

For a continuum of frequency components associated
with a single dip, we anticipate that they would map along
a straight, continuous line in the f-k domain. This is
shown in Figure 1-72. The dipping event in Figure [-73 is
spatially aliased beginning at approximately 21 Hz.

Examinationofthe monochromatic single-dip sectionsin
Figures 1-65 through 1-70 shows that each section maps
onto a single point in the (f.A) domain. An extension of
this observation is made in Figure 1-74. Events with the
same dip in the (1,x) space. regardless of their location,
map onto a single radial line in the (f,k) space. When
events are spatially aliased, the radial line wraps around
at the Nyquist wavenumber (Figure 1-75). These con-
cepts have important practical implications. for they lead
to f-k dip filtering (Section 1.6.2). Events with different
dips that may interfere in the (7,x) domain can be isolated
in the (f.k) domain.
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FIG. 1-72. A single, isolated dipping event and its 2-D
amplitude spectrum. No frequency is spatially aliased. What
is the dip of the event in milliseconds per trace?

The numerical computation of the 2-D Fourier transform
involves two 1-D Fourier transforms. Figure 1-76 shows
the steps that are involved. A brief mathematical formu-
lation of the 2-D Fourier transform is given in Appendix
A.

1.6.1 Spatial Aliasing

While studying the (f,A) plane, spatial aliasing was dis-
cussed. Actually, spatial aliasing has serious effects on
the performance of multichannel processes such as f-k
filtering (Section 1.6.2) and migration (Section 4.3.5).
Because of spatial aliasing, these processes can perceive
cvents with steep dips at high frequencies as different
from what they actually are (such as the 15 ms/trace dips
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FIG. 1-73. A single, isolated dipping event and its 2-D
amplitude spectrum. Frequencies beyond 21 Hz are spatially
aliased.

in Figures 1-68 through 1-70). Therefore, they are not
treated properly. For example, migration moves the
spatially aliased frequency components in the wrong
direction and generates a dispersive noise that degrades
the quality of the migrated section. This problem is
discussed in Section 4.3.

How is spatial aliasing avoided? Compare the models in
Figures 1-72 and 1-73. Both have the same frequency
content, 6 to 42 Hz. The data in Figure 1-73 are spatially
aliased because the dipping event is steeper than in
Figure 1-72. Some ways to avoid spatial aliasing follow:

1. Apply time shifts so that the steep events appear to
have lower dips. However, this could change the
dips that were low to higher dips, making them
spatially aliased. Nevertheless. this oftenis a feasi-
ble solution for certain situations.

2. If a low-pass filter were applied to the traces in
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FIG. 1-74. Six events with identical dip map onto the same
radial line in the (f,A) domain. No frequencies are aliased.
The dip of these events is the same as that of the single event
in Figure 1-72. What distinguishes this spectrum from that in
Figure 1-727?

Figure [-73 so that the frequenciesupto 21 Hz were
retained. then the segment that is wrapped around
to the negative quadrant of the amplitude spectrum
isremoved. Although spatial aliasing is eliminated,
a significant part of the recorded frequency band is
lost. This approach is not desirable.

. Figure 1-77 shows a single dipping event recorded

with three different trace spacings. The amplitude
spectra suggest a third approach to solving the
spatial aliasing problem. Note that the coarser the
trace spacing., the more frequencies are spatially
aliased. The same frequency bandwidthiskeptinall
three cases. The 12.5-m trace spacing provides a
frequency band with no spatial aliasing. Fora25-m
trace spacing. frequencies beyond 36 Hz are spatial-
ly aliased: while for a 50-m trace spacing, frequen-
cies beyond 18 Hz are spatially aliased. For this
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FIG. 1-75. Six events with identical dip map onto the same
radial line in the (f,k) domain. Frequencies beyond 21 Hz are
aliased. The dip of these events i1s the same as that of the
single event in Figure 1-73.

Input Data in (t,x) Domain

1-D Fourier Transform
in Time Direction

[Data now are in (f,x) domain.]

1-D Fourier Transform
in Spatial Direction

[Data now are in (f,k) domain.]

FI1G. 1-76. Computation of 2-D Fourier transform.
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FIG. 1-77. A single, isolated dipping event sampled at three different trace spacings with the corresponding f-k
spectra. No spatial aliasing occurs with the 12.5-m trace spacing (left). Frequencies beyond 36 Hz are aliased with
the 25-m trace spacing (center). Double aliasing occurs with the 50-m trace spacing (right). Although events on the f-
k spectra appear to have different dips, all three have the same dip on the (r,.x) gathers (top). This deceptive
character is because of the different horizontal scales used in displaying the f-k spectra.
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FIG. 1-78. A zero offset section (256 traces with 25-m trace spacing) containing 10 dipping events and its 2-D

amplitude spectrum. No frequencies are aliased.

latter case, spatial aliasing is so severe that the
aliased frequencies wrap around the wavenumber
axis twice. From this, we see that spatial aliasing
canbeavoidedby selectinga sufficiently small trace
spacing. This approach requires either a data-de-
pendent interpolation scheme to generate extra
traces or modification of the field recording geome-
try. If the latter approach were taken, more shots
and/or more recording channels are needed.

At this point, only the synthesis of a single dipping event
from a discrete number of frequency components has
been considered. This analysis now extends to a range of
dips. Figure 1-78 shows a section with dips that vary from
0 to 45 degrees and the corresponding 2-D amplitude
spectrum. These same dips, but with higher frequency
content, also are seen in Figure 1-79. Events with 0-, 5-,
10-, and 15-degree dips are not spatially aliased. The 20-
degree dip is aliased at nearly 72 Hz, the 30-degree dip at
nearly 48 Hz, and the 45-degree dip at nearly 36 Hz.

Again, the steeper the dip, the lower the frequency at
which spatial aliasing occurs.

Given a dip value, how is the maximum unaliased fre-
quency determined? Consider the 20-degree dipping
event in Figure 1-79. First, measure the dip in millisec-
onds per trace. There are 256 traces in the (¢,x) model
with 25-m trace spacings. The 20-degree dip is equivalent
to 7 ms/trace. Frequency components with periods less
than twice the dip are spatially aliased. Thus, given the
dip in milliseconds per trace, the threshold frequency at
which spatial aliasing begins is 500 per dip. In the present
case, the threshold frequency is 500/7 = 72 Hz. This is
verified by examining the amplitude spectrum in Figure
1-79. Derivation of the threshold frequency . formula is
considered in Section 4.3.5.

Figure 1-80 shows three field records and their 2-D
amplitude spectra, known as f-k spectra. By now, it is
easy to recognize and relate various events on the shot
gathers to those on the f-k spectra. Event A is the high-
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FIG. 1-79. A zero-offset section (256 traces with 25-m trace spacing) containing 10 dipping events and its 2-D
amplitude spectrum. Steeper dips are aliased at increasingly lower frequencies.

amplitude dispersive coherent noise with very low group particular, coherent linear noise (in the form of ground
velocity. When the spatial extent of these waves broad- roll), guided waves, and side-scattered energy commonly
ens, bandwidth in the wavenumber direction becomes obscure the genuine reflections that may be present in
smaller. Conversely, when the spatial extent becomes recorded data. These types of noise usually are isolated
smaller, the event, such as G, spants a wider wavenum- from the reflection energy in the (f,k) space. From the
ber bandwidth on the f-k plot (compare events G and F). field record in Figure 1-81a, note how ground roll energy
Events B and C are parts of the guided wave packet. can dominate the data. This is a walk-away noise test that
Event C contains aliased energy above 42 Hz (indicated is composed of six shot records. Ground roll is a type of
by D on the f-k plot). Primaries and associated multiples dispersive waveform that propagates along the surface
are mapped into region E between the frequency axis and and is low-frequency, large-amplitude in character. Typi-
event C. cally, ground roll is suppressed in the field by the receiver
array.

Figure 1-81b is the 2-D amplitude spectrum of the com-
posite shot gather in Figure 1-81a. Here, various types of
energy are well isolated from one another. Ground roll A,
its back-scattered component B, and guided waves C, are

Events that dip in the (7,x) plane can be separated in the identifiable. Reflections D are situated around the fre-
(f.k) plane by their dips. This allows us to eliminate quency axis. As shown in Figure 1-81c, a fan is imposed
certain types of unwanted energy from the data. In on this spectrum within which the undesired energy is

1.6.2 F-K Dip Filtering
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FIG. 1-80. Three common-shot gathers (top) and their f-k spectra (bottom). (The symbols are discussed in the text.)

Dip convention: An event maps onto a positive-di if it di i
! : p quadrant on the f-k spectrum if it dips down moving from near t
far offsets. (Data courtesy Deminex Petroleum.) B £ ?

zeroed out. This is followed by inverse mapping back to
the (t,x) space. The resulting composite shot gather in
Figure 1-81d is virtually free of ground roll energy, except
for the back-scattered component. Zeroing out a fan in
the (f,k) space is one implementation of the process

!(nown as [k ‘dip filtering. Figure [-82 shows the steps 2. The fan width must not be too narrow. This follows
involved in this process.

Practical issues associated with the 2-D Fourier trans-
form and the choice of a fan reject zone are outlined
below:
1. Conventionalimplementationsofthe Fouriertrans-

form itself produce wraparound noise. This is ap-

parent in Figure 1-81d, location F. To avoid this
problem, the data must be extended beyond the

ranges of the spatial and temporal axes by padding
with zeroes. The size of the input gather typically is
increased by a factor of 4, which is equivalent to
doubling the length in ¢ and x. This increases the
cost, but removes the wraparound effects.

from previous observations of the 1-D Fourier anal-
ysis of frequency filters. If the bandwidth of the
reject zone were narrow, then the (z,x) response of
the dip filter would have a large array of nonzero
elements. Fortunately, coherent noise with large
stepouts, such as ground roll, often is isolated in
(f,k) space from the zone thatincludes the reflection
signal. This is demonstrated by the example in
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Common Shot Gather, CMP Gather,
or CMP Stack

2-D Fourier Transform

Define a fan reject zone
for the amplitude spectrum.
Leave the phase spectrum alone.

Zero-out the transform
within the reject zone.

2-D Inverse
Fourier Transform

F-K Filtered Data

FIG. 1-82. The f-k dip filtering.

Figure 1-81b. In such cases, ground roll energy A is
suppressed without damaging the reflection signal
by using a large fan (Figure 1-81¢).

- As for the 1-D frequency filters, the amplitude

spectrum of the fk filter must not have sharp
boundaries. There mustbe a smooth transition from
the reject zone to the pass zone. This is accom-
plished by tapering the fan edges, which is analo-
gous to using slopes in frequency filtering. The
amount of tapering must be large enough to be
effective. On the other hand, it must not be so wide
that it suppresses signal in the pass zone. Extra
precaution 1s taken at low frequencies. As the fan
thins to a zero width at the origin of the (k) plane,
asinawedge, the actual reject zone may invade the
low-frequency components of the pass zone. This
invasion occurs because the fan cannot get too
narrow. It may be desirable to stop the reject zone
Just short of the low frequencies. This effectively
excludes the low frequencies from the f-k dip filter-
ing action.

- Spatial aliasing often causes poor f-k filter perform-

ance. The fan reject zone must be extended to the
spatially aliasedfrequencycomponents. A practical

(b)

FIG. 1-83. Four shallow marine records (a) before and (b)
after f-k dip filtering to remove coherent linear noise. The
coherent noise seen in these records is primarily of guided
wave type. (Data courtesy Deminex Petroleum.)

approach to this problem is to apply time shifts to

the data before f-k filtering so that the unwanted

signal appears at lower dips, thus eliminating the

spatial aliasing effects. The time shifts then are
removed after f~k filtering. Unfortunately, this may

not always work, since events not spatially aliased
beforemay be spatiallyaliasedafterlinearmoveout.

The reject/pass zones in the f-k spectra do not need to be
constrained to fan shape. Figure 1-83 shows four com-
mon-shot gathers, while Figure 1-84 shows their [k
spectra before and after f-4 filtering. Quadrants left of the
spectra mostly contain spatially aliased data. By keeping
the fan shape in the right quadrant, while zeroing out
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(b)

83 (a) before and (b) after f-k dip filtering. The dip

athers in Figure 1

f-k spectra of the shot g

84. The

(cycles/km)
convention is the same as for Figure 1-80.

FIG. 1

Guided waves manifest themselves as linear noise on

the coherent noise trains,

most of the left quadrant,

including the aliased energy, are eliminated.

both common-shot (Figure 1-83a) and CMP gathers (Fig-
ure 1-85a), but are attenuated largely by stacking (Figure
1-86a). Side-scattered energy manifests itself as linear

noise on common-

To what type of gather is f-k dip filtering applied?

Because aliasing is a serious concern in this process,

shot gathers (Figure 1-87a), is not

apply f-k filtering on the shot gathers rather than on the

apparent on CMP gathers (Figure 1-87b), but reappears

CMP gathers, since CMP gathers can have twice the

as linear noise on stacked sections (Figure 1-88a) (Larner
et al., 1983). The side-scattered energy has a large

moveout range depending on the position of the scatterer.

trace spacing of the shot gathers. Two neighboring CMP
gathers can be interleaved before applying f-k dip filter-

ing, then split afterward

thus alleviating aliasing. Coher-

)

This type of energy stacks at high velocities along the

ent noise as seen on the shot gathers in Figure 1-83 is

suppressed in the shot

linear flanks of its traveltime curve. We then anticipate

gather domain. When sorted into

that the linear noise seen on a stacked section, particular-
ly at later times, is mostly scattered energy along the

flanks of its traveltime curve, stacked together with any

high

CMP gathers, no remnant of this noise is left in the data

(Figure 1

-85).

86a shows the stacked section derived from the

Figure 1
CMP gathers in Figure 1-85a. Note that CMP

[~k filtering were not

-velocity primary energy. If

stacking
e f-k dip

applied to common-shot gathers containing side-scat-

has suppressed most of the coherent noise. Th

tered energy, then a stacked section with coherent linear

filtering after stack can be effective in suppressing any
remaining coherent noise (Figure 1-86¢). This result is

comparable to the prestack

88b shows that
f-k dip filtering the
noise suppression be done

-88a). Figure 1-

noise could result (Figure 1

Jf-k filtering result (Figure 1-

this noise can be suppressed by

stacked section. Could this

86b). Coherent linear noise on stacked data also can be

suppressed by poststack migration processes that incor-

porate dip filtering.

better? If an f-k filter were applied on shot records, then

the stack in Figure 1-88c results. When compared to the

88c seems to

[~k filtered data also

result in Figure 1-88b, the result in Figure |

offer better resolution. The prestack

Two types of coherent linear noise that deserve special

attention are guided waves and side

scattered energy.



Data Processing

ismic

Se

74

(c)

)

(b

RN
NN
A
N .f

TRl

|

./v R v
ity
| BN
(= - N

k dip filtering (b) before and (¢) after stack. Selected CMP
gathers are shown in Figure 1-85. (Data courtesy Deminex

FIG. 1-86. (a) CMP stack with some coherent linear noise, f-
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FIG. 1-88. (a) CMP stack contaminated by coherent noise. Associated common-shot and CMP gathers are shown in
Figure 1-87. (b) The same CMP stack f-k filtered after stack. (c) CMP stack f-k filtered before stack. (d) CMP stack
f-k filtered twice before stack; first, in common-shot domain, second, in common-receiver domain. (Data courtesy
Taylor Woodrow Energy Ltd.)
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FIG. 1-89. Velocity spectrum associated with the data in Figure 1-87b (a) without and (b) with f-k dip filtering.
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Gather Type-2
FIG. 1-90. A field dataset displayed in two different domains, common-shot and common- midpoint (see Exercise
1.13).
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Amplitude Spectra
[ [ N I
a B

Sampling Rate =2 ms
T i i

200 Hz

FIG. 1-91. A signal with three frequency components, A, B,
and C, sampled at three different rates, 2, 4, and 8 ms.
Frequency aliasing occurs at coarser sampling intervals (see
Exercise 1-19).

yield an improved velocity analysis (Figure 1-89).

Practical experience with f-k filtering proves thataneven
better stack may result when both common-shot and
common-receiver gathers are f-k filtered. The resulting
stack is shown in Figure 1-88d. Compare this with
Figures 1-88b and 1-88c. If f-k filtering were done on only
the shot gathers, then a good portion of coherent noise
may remain in the data. On the other hand, enhanced
smearing of the data because of the second pass of [k
filtering can degrade reflector definition.

In summary, 2-D Fourier transformation is a way to
decompose a wave field into its plane-wave components.
Each plane wave carries a monochromatic signal that
propagates a certain angle from the vertical. Events with
the same dip in the (1,x) plane, regardless of location, are
mapped onto a single line in the radial direction on the (f-
k) plane. This is the basis for f-k dip filtering. It amounts
to defining and applying a reject fan in the transform
domain, then inverse transforming the data back to the
(t,x) domain.
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EXERCISES

Exercise 1-1. Using the hyperbolic traveltime equation,
compute the average velocity down to reflector A in
Record 8 (Figure 1-33). Assume a constant velocity
between A and the surface. Table 1-8 (Record 8) contains
all the information needed for your computations.

Exercise 1-2. Refer to the walk-away noise test record in
Record 19 (Figure 1-33). Measure the phase velocity (dx/
dt) of the ground roll energy at location A,. Also
measure dominant frequency at the same location. Then,
estimate the dominant wavelength (velocity/dominant
frequency) of the ground roll. The receiver array length
needed to suppress this energy in the field should be
equal to or greater than the longest noise wavelength.
Table 1-8 (Record 19) contains all the information needed
for your computations.

Exercise 1-3. Measure the group velocity (xr) of ground
roll energy A in Record 25 (Figure 1-33). The required
information is in Table 1-8 (Record 25).

Exercise 1-4. Whatis event A in Record 29(Figure 1-33)?
Are events C, D, and E multiples of B?

Exercise 1-5. Refer to Record 30 (Figure 1-33). Compute
the water velocity using both the direct arrivals A and the
water-bottom reflection B. Use one-way time for A and
two-way time for B.

Exercise 1-6. Examine the traveltimes for water-bottom
reflection B and its first multiple M in Record 30 (Figure
1-33). In particular, measure the time difference between
the two, BM, at both the near and far traces. Are they
equal? If not, account for the difference. (The answer to
this exercise is the subject of Section 7.5.)

Exercise 1-7. Identify events A, B, C, D, E, and F in
Record 33 (Figure 1-33).

Exercise 1-8. Identify events A, B,C, D,and EinRecord
34 (Figure 1-33).

Exercise 1-9. Make inferences on the dips of events A
and B in Record 35 (Figure 1-33).

Exercise 1-10. Consider the three primary stages in
conventional processing: deconvolution, stacking, and
migration. Place these three processes in order of impor-
tance and give reasons why.

Exercise 1-11. Compute fold n,, midpoint spacing Ay.
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and CMP trace spacing Af, for each of the following
recording geometries:

Number of Shot Receiver
Channels Spacing, m Spacing, m
Group 1

6 25 25
6 50 25
6 75 25
6 ) 100 25
6 200 25
Group 2
6 25 25
6 25 50
6 25 75
6 25 100
6 25 200
Group 3
4 25 25
6 25 25
8 25 25
10 25 25

12 25 25

Use a stacking chart as in Figure 1-43. Plot shot spacing
As as a function of n;, Ay, and Af for group 1. Plot
receiver spacing Ag as a function of n;, Ay, and Af for
group 2. Finally, plot the number of channels n, as a
function of ns, Ay, and Af for group 3. Show that (a) fold
can be increased by increasing the number of recording
channels or by decreasing the shot spacing; (b) the
midpoint interval can be made finer by decreasing the
receiver spacing. The fold of coverage is given by n, = (n,
Ag)/(2 As), where n,, is the number of receiver channels.
This relationship holds for any (Ag/As) ratio for which the
fold has an integer value less than or equal to n,/2.

Exercise 1-12. Suppose that the shot associated with
gather 1 in Figure 1-43 is missing. Identify the midpoints
that are affected by this missing shot; i.e., the midpoints
with a lower fold of coverage. Suppose the receiver
associated with gather 2 in Figure 1-43 is missing. Identi-
fy the midpoints that are affected by it.

Exercise 1-13. From Figure 1-90, identify the common-
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shot and common-midpoint gathers.

Exercise 1-14. Under what circumstance would you
prefer to assign the computed value for the instantaneous
AGC gain function value to a time sample that precedes
the center of the moving time gate?

Exercise 1-15. Consider an analog 200-Hz sinusoidal
signal. If it were sampled at an 8-ms interval, what is its
alias frequency?

Exercise 1-16. From the first arrivals in Record 27
(Figure 1-33), note the change in cable geometry at
location A. What is the ratio of the receiver group
intervals used to the left and right of A.

Exercise 1-17. Identify event E in Figure 1-81b.

Exercise 1-18. Gain application involves multiplying the

gain function with the seismic trace (Figure 1-61). This
process is equivalent to convolving the Fourier transform
of the gain function with that of the input trace. Describe
the effect of the gain application in the frequency domain.

Exercise 1-19. Refer to Figure 1-91. Which peaks on the
amplitude spectra of the time series sampled at 4 and 8 ms
correspond to peaks A, B, and C from the 2-ms sampled
series?

Exercise 1-20. Considertherecordinggeometry in Figure
1-40. Sketch the traveltime curves on a common-shot
gather associated with point scatterers (a) beneath the
cable, (b) behind, and (c) in front of the cable. Assume all
scatterers are on the plane of recording.

Exercise 1-21. What is event Cin Record 8 (Figure 1-33)?
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2.1 INTRODUCTION

Deconvolution is a process that improves the temporal
resolution of seismic data by compressing the basic
seismic wavelet. Deconvolution normally is applied be-
fore stack; however, it also is common to apply deconvo-
lution to stacked data. Figure 2-1 shows a stacked section
with and without prestack deconvolution. Deconvolution
has yielded a section with much higher temporal resolu-
tion. The ringy character of the stack without deconvolu-
tion limits resolution considerably.

The effect of deconvolution also is seen on data before
stack. Figure 2-2 shows some CMP gathers from a marine
line before and after deconvolution. Again, note that the
prominent reflections stand out more distinctly on the
deconvolved gathers. Deconvolution has removed a con-
siderable amount of ringyness, while it has compressed
the waveform at each of the prominent reflections. The
stacked sections associated with these CMP gathers are
shown in Figure 2-3. The improvement observed on the
deconvolved CMP gathers also are noted on the corre-
sponding stacked section.

Some NMO-corrected CMP gathers from a land line are
shown in Figure 2-4. Note that on the gathers in Figure
2-4b and on the stacked section in Figure 2-5b, deconvo-
lution has removed much of the reverberating energy and
compressed the wavelet.

Deconvolution sometimes does more than just wavelet
compression; it can remove a significant part of the
multiple energy from the section. Note that the stacked
section in Figure 2-6b, which was obtained from decon-
volved CMP gathers, has been enhanced between 2 and 4
s. Unfortunately, deconvolution does not always work
this well on multiples (Figure 2-7).

To understand deconvolution, first we need to examine
the building blocks of a recorded seismic trace. The earth
is composed of layers of rocks with different lithology
and physical properties. Seismically, rock layers are
defined by the densities and velocities with which seismic
waves propagate through them. The product of density
and velocity is called seismic impedance. The impedance
contrast between adjacent rock layers causes the reflec-
tions that are recorded along a surface profile. Thus, the
recorded seismogram can be modeled as a convolution of
the earth’s impulse response with the seismic wavelet.
This wavelet has many components, including source
signature, recording filter, surface reflections, and geo-
phone response. The earth’s impulse response is what
would be recorded if the wavelet were just a spike. The
impulse response comprises primary reflections (reflec-
tivity series) and all possible multiples. ldeally, deconvo-
lution should compress the wavelet components and
eliminate multiples, leaving only the earth’s reflectivity in
the seismic trace.

After a general discussion on the convolutional model in
Section 2.2, the concept of an inverse filter is introduced
in Section 2.3. Basically, the inverse filter, when con-
volved with the seismic wavelet, converts it to a spike.
When applied to a seismogram, the inverse filter should
yield the earth’s impulse response. The least-squares
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FIG. 2-1. Interpreters prefer the crisp, finely detailed ap-
pearance of the deconvolved section (b) as opposed to the
blurred, ringy appearance of the section without deconvolu-
tion (a). (Data courtesy Phillips Petroleum.)

inverse filter is discussed in Section 2.4. The fundamental
assumption underlying the deconvolution process (with
the usual case of unknown source wavelet) is that of
minimum phase. This issue is dealt with in Section 2.5.
The optimum Wiener filter, which has a wide range of
applications, is discussed in Section 2.6.

The Wiener filter converts the seismic wavelet into any
desired shape. For example, much like the inverse filter,
a Wiener filter can be designed to convert the seismic
wavelet into a spike. However, the Wiener filter differs
from the inverse filter in that it is optimal in the least-
squares sense. Also, the resolution (spikiness) of the
output can be controlled by designing a Wiener predic-
tion error filter. Converting the seismic wavelet into a
spike is like asking for a perfect resolution. In practice,
because of noise in the seismogram and assumptions
made about the seismic wavelet and the recorded seismo-
gram, spiking deconvolution is not always desirable.
Finally, the prediction error filter can be used to remove
periodic components, i.e., multiples, from the seismo-
gram.

The mathematical treatment of deconvolutionis found in
Appendix B. However, several numerical examples,
which provide the theoretical groundwork from a heuris-
tic viewpoint, are given in the text. Much of the early
theoretical work on deconvolution came from the MIT
Geophysical Analysis Group, which was formed in the
mid-1950s.
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FIG. 2-2. Note the prominent reflections on the deconvolved gathers (b). The reverberating wavetrains would make
it difficult to distinguish prominent reflections on the undeconvolved gathers (a).
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FIG. 2-3. With which stacked section would you prefer to work? (a) The section obtained from the undeconvolved
gathers of Figure 2-2a, or (b) the section obtained from the deconvolved gathers of Figure 2-2b.

2.2 THE CONVOLUTIONAL MODEL

A sonic log segment is shown in Figure 2-8a. The sonic
log is a plot of interval velocity as a function of depth.
Here, velocities were measured between the 1000- to
5400-ft depth interval at 2-ft intervals. The velocity
function was extrapolated to the surface by a linear ramp.
The sonic log exhibits a strong low-frequency component
with a distinct blocky character representing gross veloc-
ity variations. Actually, it is this low-frequency compo-
nent that normally is estimated through velocity analysis
of CMP gathers (Section 3.3).

In many sonic logs, the low-frequency component is an
expression of the general increase of velocity with depth
due to compaction. In some sonic logs, however, the low-
frequency component exhibits a blocky character (Figure
2-8a), which is due to large-scale lithologic variations.
Based on this blocky character, we may define layers of
constant interval velocity (Table 2-1), each of which can
be associated with a geologic formation (Table 2-2).

The sonic log also has a high-frequency component
superimposed on the low-frequency component. These
rapid fluctuations can be attributed to changes in rock
properties that are local in nature. For example, the
limestone layer can have interbeddings of shale and sand.
Porosity changes also can affect interval velocities within
a rock layer. Note that well-log measurements have a
limited accuracy; therefore, some of the high-frequency
variations, particularly those associated with a first arriv-
al that is strong enough to trigger one receiver but not the

other in the log tool (cycle skips), are not due to changes
in lithology.

Well-log measurements of velocity and density provide a
link between seismic data and the geology of the substra-
ta. We now explain the relationship between log mea-
surements and the recorded seismic trace. Seismic im-
pedance is defined as the product of density and velocity.
From well-log measurements, we find that the vertical
density gradient is often much smaller than the vertical
velocity gradient. Therefore, we often assume that the
impedance contrast between rock layers is essentially
due to the velocity contrast only. This-assumption is not
always the case. The reason we can get away with it is
that the density gradient usually has the same sign as the
velocity gradient. Hence, the impedance function derived
from the velocity function only should be correct within a
scale factor.

The first set of assumptions that is used to build the
forward model for the seismic trace follows:

Assumption la. The earth is made up of horizontal
layers of constant velocity.

Assumption 1b. The source generates a compres-
sional plane wave that impinges on
layer boundaries at normal inci-
dence. Under such circumstances,
no shear waves are generated.

Assumption la is violated in both structurally complex
areas and in areas with gross lateral facies changes.
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FIG. 2-6. CMP stacks with (a) no deconvolution before
stack, (b) spiking deconvolution before stack. Deconvolu-
tion can remove a significant amount of multiple energy from
seismic data. (Data courtesy EIf Aquitane and partners.)

Table 2-1. The interval velocity trend obtained from the
sonic log in Figure 2-8a.

FIG. 2-7. CMP stacks with (a) no deconvolution before
stack, (b) spiking deconvolution before stack. The CMP
stack without deconvolution contains multiples of all types.
Has deconvolution improved the section? (Data courtesy
Deminex Petroleum.)

Table 2-2. Stratigraphic identification associated with
layering described in Table 2-1.

Layer
Number Interval Velocity, ft/s Depth Range, ft Layer Number Lithologic Unit
1 21000 1000-2000 1 Limestone
2 19000* 2000-2250 2 Shaly limestone with gradual increase in
3 18750 2250-2500 shale content
4 12650 2500-3775 3 Shaly limestone
5 19650 3775-5400 4 Sandstone
5 Dolomite

* The velocity in this layer gradually decreases.
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Assumption 1b implies that zero offset data must be used.
However, zero offset never is recorded. On the other
hand, if the layer boundaries were deep in relation to
cable length, we assume that the angle of incidence at a
given boundary is small and ignore the angle dependence
of reflection coefficients. Based on assumptions la and
1b, the reflection coefficient (for pressure or stress) c,
which is associated with the boundary between, say,
layers 1 and 2, is defined as ¢ = (I, — 1))/(I, + 1), where |
is the seismic impedance associated with each layer given
by the product of density p and velocity v.

If we also assume that density is invariant with depth

or that it does not vary as much as velocity, then ¢ = (v
— v (v, + wv,). For vertical incidence, the reflection
coefficient is the ratio of the reflected wave amplitude to the
incident wave amplitude. Moreover, from its definition, the
reflection coefficient is seen as the ratio of the change in
acoustic impedance to twice the average acoustic imped-
ance. If v, were greater than v,, then the reflection coefhi-
cient would be positive. If v, were less than v,, then the
reflection coefficient would be negative. Reflection coeffi-
cient series ¢(z), where z is the depth variable, is derived
from sonic log v(z) and is shown in Figure 2-8b.
The position of each spike gives the depth of the layer
boundary, while the magnitude of each spike corresponds
to the fraction of a unit-amplitude downward-traveling
incident plane wave that would be reflected from the
layer boundary.

To convert the reflection coefficient series ¢(z) (Figure 2-
8b), derived from the sonic log into a time series ¢(t),
select a sampling interval, say 2 ms. Then use the
velocity information in the log (Figure 2-8a) to convert
the depth axis to a two-way vertical time axis. The result
of this conversion is shown in Figure 2-8¢, both as a
conventional wiggle trace and as a variable area and
wiggle trace (the same trace repeated six times to high-
light strong reflections). The reflection coefficient series
c(t) represents the reflectivity of a series of fictitious layer
boundaries that are separated by an equal time interval;
namely, the sampling rate. This earth model, which has
layers of equal traveltime (Goupillaud, 1961), is used
since seismic waves are recorded in time. The major
events in this reflectivity series are from the boundary
between layers 2 and 3 located around 0.3 s, and the
boundary between layers 4 and 5 located near 0.5 s.

So far, the reflection coefficient series (Figure 2-8c) that
was constructed is composed only of primary reflections
(energy that was reflected only once). To get a complete
1-D response of the horizontally layered earth model
(assumption la), multiple reflections of all types (surface,
intrabed and interbed multiples) must be included. If the
source were unit-amplitude spike, then the recorded
zero-offset seismogram would be the impulse response of
the earth, which includes primary and multiple reflec-
tions. Here, the Kunetz method (Claerbout, 1976) is used
to obtain such an impulse response. The impulse re-
sponse derived from the reflection coefficient series in
Figure 2-8c is shown in Figure 2-8d with the variable area
and wiggle display.

The characteristic pressure wave created by animpulsive
source, such as dynamite or air gun, is called the signa-

ture of the source. All signatures can be described as
band-limited wavelets of finite duration; for example, the
measured signature of an Aquapulse source in Figure 2-9.
As this waveform travels into the earth, two things
happen. First, its overall amplitude decays because of
wavefront divergence. Second, frequencies are attenuat-
ed because of the absorption effects of rocks (see Section
1.5). The progressive change of the source wavelet in
time and depth also is shown in Figure 2-9. At any given
time, the wavelet is not the same as it was at the onset of
source excitation. This time-dependent change in wave-
form is called nonstationarity. A compensation for non-
stationarity usually is applied before deconvolution. Wa-
vefront divergence is removed by applying a spherical
spreading function (Section 1.5). Frequency attenuation
is compensated for by the processing techniques dis-
cussed in Section 2.8. As a result, the simple convolu-
tional model discussed here does not incorporate nonsta-
tionarity. This leads to the following assumption:

Assumption 2. The source waveform does not
change as it travels in the subsur-
face; i.e., it is stationary.

A convolutional model for the recorded seismogram now
can be proposed. Suppose a vertically propagating down-
going plane wave with source signature (Figure 2-10a)
travels in depth and encounters a layer boundary at 0.2-s
two-way time. The reflection coefficient associated with
the boundary is represented by the spike in Figure 2-10b.
As a result of reflection, the source wavelet replicates
itself such that it is scaled by the reflection coefficient. If
we have a number of layer boundaries represented by the
individual spikes in Figures 2-10d through 2-10f, then the
wavelet replicates itself at those boundaries in the same

Time e
100 ms
T
4.1 /\/\/\ .
€42 ~U
x
£
13 ~
o
14

FIG. 2-9. A seismic source wavelet after onset takes the
form shown at top left. As the wavelet travels into the earth,
the amplitude level drops (geometric spreading) and a loss of
high frequencies occurs (frequency absorption).
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manner. If the reflection coefficient is negative, then the
wavelet replicates itself with its polarity reversed, as in
Figure 2-10e.

Now consider the ensemble of the reflection coefficients
in Figure 2-10g. The response of this sparse spike series
to the basic wavelet is a superposition of the individual
impulse responses. This linear process is called the
principle of superposition. It is achieved computationally
by convolving the basic wavelet with the reflectivity
series (Figure 2-10g). The convolutional process already
was demonstrated by the numerical example in Section
1.2.3. The response of the sparse spike series to the basic
wavelet in Figure 2-10g has some important characteris-

Principle of Superposition

91

tics. Note that for events at 0.2 and 0.35 s, we identify
two layer boundaries. However, to identify the three
closely spaced reflecting boundaries from the composite
response (at around 0.6 s), the source waveform must be
removed to obtain the sparse spike series. This removal
process is just the opposite of the convolutional process
used to obtain the response of the reflectivity series to the
basic wavelet. The reverse process appropriately is
called deconvolution.

The principle of superposition now is applied to the
impulse response derived from the sonic log in Figure 2-
8d. Convolution of a source signature with the impulse
response yields the synthetic seismogram illustrated in
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FIG. 2-10. A wavelet a traveling in the earth repeats itself when it encounters a reflector along its path (b, ¢, d, ¢, ).
The left column represents the reflection coefficients, while the right column represents the response to the
wavelet. Amplitudes of the response are scaled by the reflection coefficient. The resulting seismogram (bottom
right) represents the composite response of the earth’s reflectivity (bottom left) to the wavelet (top right).
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FIG. 2-11. The top frame is the same as in Figure 2-8d. The
asterisk denotes convolution. The recorded seismogram
(bottom frame) is the sum of the noise-free seismogram and
the noise trace. This figure is equivalent to equation (2.1).

Figure 2-11. The synthetic seismogram also is shown in
Figure 2-8e. This 1-D zero-offset seismogram is free of
random ambient noise. For a more realistic representa-
tion of a recorded seismogram, noise is added (Figure 2-
11). The convolutional model of the recorded seismogram
now is complete. The building blocks of the convolu-
tional model are described by

x(t) = w(t) = e(t) + n(1), 2.1
where
x(1) = recorded seismogram
w(t) = basic seismic wavelet
e(t) = earth’s impulse response
n(t) = random ambient noise
ES

= denotes convolution.

Equation (2.1) is the mathematical formulation of the
convolutional model described in Figure 2-11. Deconvo-
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FIG. 2-12. A pure random series with infinite length has a
flat amplitude spectrum and an autocorrelogram that is zero
at all lags except the zero lag. What distinguishes a random
signal from a spike (1,0,0.. . .)?

lution tries to recover the reflectivity series (strictly
speaking, the impulse response) from the recorded seis-
mogram.

Alternatives to the convolutional model given by equa-
tion (2.1) do exist. One alternative that perhaps rigorous-
ly characterizes what goes on in the earth, when com-
pared with the above formulation, is described in
Appendix B.6. Nevertheless, the above formulation is
the most accepted model for the 1-D seismogram.

The random noise present in the recorded seismogram
has several sources. External sources are wind motion,
environmental noise, or a geophone loosely coupled to
the ground. Internal noise can arise from the recording
instruments. A pure noise seismogram and its character- .
istics are shown in Figure 2-12. A pure random noise
series has a white spectrum, that is, it contains all the
frequencies. In turn, this implies that the autocorrelation
function is a spike at zero lag and zero at all other lags.
From Figure 2-12, note that these characteristic require-
ments are reasonably satisfied.

Now examine the equation for the convolutional model.
All that normally is known in equation (2.1) is x(1), the
recorded seismogram. The earth’s impulse response (1)
must be estimated everywhere except at the location of
wells with good sonic logs. The source waveform w(r)
also normally is unknown. In certain cases, however, the
source waveform is partly known; for example, the
signature of an air-gun array can be measured. However,
what is measured is only the waveform at the very onset
of excitation of the source array, and not the wavelet that
is recorded at the recetver. Finally, there is no a priori
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similarity between autocorrelograms and amplitude spectra of the impulse response and wavelet.

knowledge of the ambient noise n(z). We now have three
unknowns, one known, and one single equation [equation
(2.1)]. Can this problem be solved? Pessimists would say
no. However, in practice, deconvolution is applied to
seismic data as an integral part of conventional process-
ing. Furthermore, over the years, deconvolution has
become an effective method to increase temporal resolu-
tion. To solve for the unknown e(t), further assumptions
must be made.

Assumption 3. The noise component n(t) is zero.
Assumption 4. The source waveform s known.

Under these assumptions, we have one equation, equa-
tion (2.1), and one unknown. In reality, however, neither
of the above two assumptions normally is valid. There-
fore, the convolutional model is examined further in the
next section, this time in the frequency domain, to relax
assumption 4. If the source waveform were known (such
as the recorded source signature), then the solution to the
deconvolution problem is deterministic. In Section 2.3,
one such method of solving for e(¢) is considered. If the
source waveform were unknown (the usual case), then
the solution to the deconvolution problem is statistical.
The Wiener prediction theory (Section 2.6) provides one
method of statistical deconvolution.

2.2.1 The Convolutional Model in the
Frequency Domain

The convolutional model for the noise-free seismogram
(assumption 3) is represented by the following equation:

x(t) = w(t) * e(t). (2.2)

Convolution in the time domain is equivalent to multipli-
cation in the frequency domain (Section 1.2.3). In partic-
ular, the amplitude spectrum of the seismogram equals
the product of the amplitude spectra of the seismic
wavelet and the earth’s impulse response [equation
(B.5)]. Figure 2-13 shows the amplitude spectra (top row)
of the impulse response e¢(t), the seismic wavelet w(?),
and the seismogram x(z). The impulse response is the
same as that shown in Figure 2-8d. The similarity in the
overall shape between the amplitude spectrum of the
wavelet and that of the seismogram is apparent. In fact, a
smoothed version of the amplitude spectrum of the
seismogram is nearly indistinguishable from the ampli-
tude spectrum of the wavelet. It generally is thought that
the rapid fluctuations observed in the amplitude spectrum
of a seismogram are a manifestation of the earth’s im-
pulse response; while the basic shape primarily is associ-
ated with the source wavelet.

Mathematically, the similarity between the amplitude
spectra of the seismogram and the wavelet suggests that
the amplitude spectrum of the earth’s impulse response
must be nearly flat (see Appendix B.1). By examining the
amplitude spectrum of the impulse response in Figure 2-
13, we see that it spans virtually the entire spectral
bandwidth. As seen in Figure 2-12, a time series that
represents a random process has a flat (white) spectrum
over the entire spectral bandwidth. From close examina-
tion of the impulse response amplitude spectrum in
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Figure 2-13, we see that it is not entirely flat; the high-
frequency components have a tendency to gradually
strengthen. Thus, reflectivity is not entirely a random
process. In fact, this has been observed in the spectral
properties of reflectivity functions derived from a world-
wide selection of sonic logs (Walden and Hosken, 1984).

We now study the autocorrelation functions (middle row,
Figure 2-13) of the impulse response, seismic wavelet,
and synthetic seismogram. Note that the autocorrelation
functions of the basic wavelet and seismogram also are
stmilar. This similarity is confined to lags for which the
autocorrelation of the wavelet is nonzero. Mathematical-
ly, the similarity between the autocorrelograms of the
wavelet and the seismogram suggests that the impulse
response has an autocorrelation function that is small at
all lags except the zero lag (see Appendix B.1). The
autocorrelation function of the random series in Figure 2-
12 also has similar characteristics. However, there is one
subtle difference. When compared, Figures 2-12 and 2-13
show that autocorrelation of the impulse response has a
significantly large negative lag value following the zero
lag. This is not the case for autocorrelation of random
noise. The positive peak (zero lag) followed by the
smaller negative peak in the autocorrelogram of the
impulse response arises from the spectral behavior dis-
cussed above. In particular, the positive peak and the
adjacent, smaller negative peak of the autocorrelogram
together nearly act as a fractional derivative operator,
which has a ramp effect in the amplitude spectrum (see
Appendix A).

The above observations made on the amplitude spectra
and autocorrelation functions (Figure 2-13) imply that
reflectivity is not entirely a random process. Nonethe-
less, the following assumption almost always is made
about reflectivity to eliminate assumption 4.

Assumption 5. Reflectivity is a random process.
This implies that the seismogram
has the characteristics of the seis-
mic wavelet in that their autocorre-
lations and amplitude spectra are
similar.

Thisassumptionisthe key inimplementing the predictive
deconvolution. It allows the autocorrelation of the seis-
mogram, which is known, to be substituted for the
autocorrelation of the seismic wavelet, which is un-
known. In Section 2.6, we see that as a result of assump-
tion 5, an inverse filter can be estimated directly from the
autocorrelation of the seismogram. For this type of
deconvolution, Assumption 4, which is almost never met
in reality, is not required.

2.3 INVERSE FILTERING

Ifafilter operator a(t) were defined such that convolution
of aft) with the known seismogram x(z) yields an estimate

of the earth’s impulse response ¢{?), then
e(t) = alt) = x(t). (2.3)
By substituting equation (2.3) into equation (2.2), we get
x(t) = w(t) * a(t) = x(¢). (2.4)

When x(1) 1s eliminated from both sides of the equation,
the following expression results:

S(t) = w(t) = a(z), (2.5)

where 3(7) represents the Kronecker delta function

(1) = {1’ t=0 (2.6)

0, elsewhere.

By solving equation (2.5) for the filter operator «(t), we
obtain

at) = 8(t) * w'(z), 2.7

where w'(t) is the inverse of the seismic wavelet w(t),
which is assumed to be known for the moment. There-
fore, the filter operator needed to compute the earth’s
impulse response from the recorded seismogram turns
out to be the mathematical inverse of the seismic wave-
let. Equation (2.5) implies that the inverse filter converts
the basic wavelet to a spike at + = 0. Likewise, the
inverse converts the seismogram to a series of spikes that
defines the earth’s impulse response. Therefore, inverse
filtering is a method of deconvolution, provided the
source waveform is known (deterministic deconvolu-
tion). The steps in inverse filtering are summarized in
Figure 2-14.

How do we compute the inverse of the seismic wavelet?
This is accomplished mathematically by using the z-
transform. For example, let the basic wavelet be a two-

Seismic Wavelet Seismogram

Compute lts Inverse
(Filter Operator)

*

Deconvolved
Seismogram

FIG. 2-14. A flowchart for inverse filtering.
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point time series given by (1,— $). The z-transform of this
wavelet is defined by the following polynomial:

W) =1— (1) (2.8)

The power of variable z is the number of unit time delays
associated with each sample in the series. The first term
has zero delay, so z is raised to zero power. The second
term has unit delay, so z is raised to first power. Hence,
the z-transform of a time series is a polynomial in z,
whose coefficients are the values of the time samples.

A natural relationship exists between the z-transform
and the Fourier transform (Appendix A). The z-variable
is defined as

z = e—imAl’
where o is angular frequency and Az is sampling interval.

The inverse of the wavelet w'(#) is obtained by poly-

nomial division of the z-transform [equation (2.8)]:

Wiz)=1/[1 —=($D =1+ Gz + (32> + - 2.9

The inverse time series is the coefficients of W/(z); 1.e.,
[1,3), &), .. .]. Thisis also the filter operator a(t). Note
that it has an infinite number of coefficients, although
they decay rapidly. As in any filtering process, in practice
the operator is truncated.

First consider a two-point operator [1,(3)]. Convolution
of this operator with the wavelet as shown in Table 2-3
yields the result [1,0, (—3)]. The ideal result is a zero-
delay spike (1,0,0). Although not ideal, the actual result is
spikier than the input wavelet, [[,(—=3)].

Can the result be improved by including one more
coefficient in the inverse filter as shown in Table 2-4? The
output from the three-point filter is [1,0,0,(—%)]. This
is a more accurate representation of the desired output
(1,0,0,0) than that achieved with the output from the two-

Table 2-3. Convolution of the truncated inverse filter
{1, A)] with the input wavelet [1,(—3)].
-1 Output

1

=
T — —
1= —
—_
-0

Table 2-4. Convolution of the truncated inverse filter
[1,(3),()] with the input wavelet [1,(—)].

Qutput
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point filter. Note that there is less energy leaking into the
nonzero lags of the output from the three-point filter.
Therefore, it is spikier. As more terms are included in the
inverse filter, the output is closer to being a spike at zero
lag. Since the number of points allowed in the operator
length is limited, in practice the result never is a perfect
spike.

The inverse of the input wavelet [1,(—%)] has coefficients
that rapidly decay to zero. What about the inverse of the
input wavelet [(—3),1] ? Here, polynomial division gives
the divergent series (—2,—4,—8,...). Truncate this
series and convolve the two-point operator with the input
wavelet [(—5),1] as shown in Table 2-5.

The actual output is (1,0,—4), while the desired output is
(1,0,0). Not only is the result far from the desired output,
but also it is less spiky than the input wavelet [(—%),1].
The reason for this poor result is that the inverse filter
coefficients increase in time rather than decay. When
truncated, the larger coefficients actually are excluded
from the computation. If we kept the coefficient —8 in the
above example, then the actual output would be
(1,0,0,—8), which is also a bad approximation to the
desired output (1,0,0,0).

2.4 LEAST-SQUARES INVERSE
FILTERING

When the input wavelet is well-behaved, such as (1 ,—%)
as opposed to (—1,1), then the inverse filtering described
in Section 2.3 yields a good approximation to a spike
output. Can we do even better than that? Formulate the
following problem: Given the input wavelet [1,(—3)], find
a two-term filter (a¢,b) such that the error between the
actual output and the desired output (1,0,0) is minimum in
the least-squares sense. Compute the actual output by
convolving the filter (a,b) with the input wavelet [1,(—3)].
Table 2-6 shows convolution of the filter (a,b) with the
input wavelet [1,(—%)].

The cumulative energy of the error L is defined as the
sum of the squares of the differences between the coeffi-
cients of the actual and desired outputs:

L=(a—1)2+®-—a/2?+(—b/2)%. (2.10)

The task is to find coefficients (a,b) so that L takes its
minimum value. This requires variation of L with respect
to the coefficients (a,b) to vanish (Appendix B.5). By
simplifying equation (2.10), taking the partial derivatives
of quantity L with respect to @ and b, and setting the
results to zero, we get

(2)a—b =2, (2.11a)
and
(2 —a=0. (2.11b)

We have two equations and two unknowns; namely, the
filter coefficients (a,b). The so-called normal set of equa-
tions [equations (2.11a) and (2.11b)] can be put into the
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Table 2-5. Convolution of the truncated inverse filter
[(—2,—4)] with input wavelet [(—1),1].

-1 1 Output
-4 -2 1
-4 =2 0
-4 -2 -4

Table 2-6. Convolution of ﬁlt}:r (a,b) with input wavelet

[1,(=2)].

1 -4 Actual Output Desired Output
b a a |
b a b — al2 0
b a - b2 0

following convenient matrix form:

N HEH!

By solving for the filter coefficients, we obtain (a,b) =
(3D, (£)]. This filter is applied to the input wavelet as
shown in Table 2-7.

To quantify the spikiness of this result and compare it
with the result from the inverse filter in Table 2-3,
compute the energy of the errors made in both (Table 2-
8). The least-squares filter yields less error when trying to
convert the input wavelet [1,(—1)] to a spike at zero lag
(1,0,0).

We now examine the performance of the least-squares
filter with the input wavelet [(—3),1]. Note that the
inverse filter produced unstable results for this wavelet
(Table 2-5). We want to find a two-term filter (a,b) that,
when convolved with the input wavelet [(—3),1], yields an
estimate of the desired spike output (1,0,0). As before,
the least-squares error between the actual output and the
desired output should be minimal (Table 2-9).

The cumulative energy of the error is given by:

(2.12)

L=(—a2—-1P+(=b2+a+b> (2.13)

By simplifying, taking the partial derivatives of quantity
L with respect to a and b, and setting the results to zero,
we get:

Ba—b=—1, (2.14a)
and
2 —a=0. (2.14b)
In matrix form:
S —1la —1
2 =
[ [ A A

Table 2-7. Convolution of input wavelet [1,(—1)] with filter
coefficients [(£), ()]

1 -4 Qutput
PR 20
21 21 21

PR _2

21 21 21

PR} _4
2 20 31

Table 2-8. Errors made in two-term inverse and least-
squares filtering.
Input: [1,(—3)]
Desired Output: (1,0,0)

Actual Output Energy of Error

0 —

Inverse Filter
Least-Squares
Filter

o —
<
(%3
o i
|-z

[
9
[
)

By solving for the filter coefficients, (a,b) = [(— %),
(—49] results. Table 2-10 shows this filter applied to the
input wavelet.

Table 2-11 shows the results from the inverse filter and
least-squares filter quantified. The error made by the
least- squares filter is, again, much less than the error
made by the truncated inverse filter. However, both
filters yield larger errors for input wavelet [(—1),1] (Table
2-11) as compared 1o errors for wavelet [1,(—3)] (Table 2-
8). The reason for this is discussed in Section 2.5.

2.5 MINIMUM PHASE

Two input wavelets, wavelet 1: [1,(—3)] and wavelet 2:
[(—1),1], were used for numerical analyses of the inverse
filter and least-squares inverse filter in the preceding two
sections. The results indicated that the error in convert-
ing wavelet 1 into a zero-lag spike is less than the error in
converting wavelet 2 (see Tables 2-8 and 2-11). Wavelet |
is closer to being a zero-delay spike (1,0,0) than wavelet
2. On the other hand, wavelet 2 is closer to being a
delayed spike (0,1,0) than wavelet 1. We conclude that
the error is reduced if the desired output closely resem-
bles the energy distribution in the input series. Wavelet 1
has more energy at the onset, while wavelet 2 has more
energy concentrated at the end.

Figure 2-15 shows three wavelets with the same ampli-
tude spectrum, but with different phase-lag spectra. As a
result, their shapes differ. The wavelet on top has more
energy concentrated at the onset, the wavelet in the
middle has its energy concentrated at the center, and the
wavelet at the bottom has most of its energy concentrated
at the end. From Section 1.2.2, we know that the shape of
a wavelet can be altered by changing the phase spectrum
without modifying the amplitude spectrum.
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Table 2-9. Convolution offilter (a,b) with input wavelet[ —%), 1].

—4 1 Actual Output Desired Output
b a -4 1
b a -t +a 0
b a b 0

Table 2-10. Convolution of input wavelet [( —]i), 1] with filter
coefficients [(—19), (—3D)].

-1 1 Output

_a s
21 21 21
_4 e ]

21 71 20

4 0 4

|
|
|

t9)
9
19)

We say that a wavelet is minimum phase if its energy is
maximally concentrated at its onset. Similarly, a wavelet
is maximum phase if its energy is maximally concentrat-
ed at its end. Finally, in all in-between situations, the
wavelet is mixed phase. Note that a wavelet is defined as
a transient waveform with a finite duration; i.e., it is
realizable. A minimum-phase wavelet is one-sided in that
it is zero before r = 0. A wavelet that is zero for 1<0 is
called causal. These definitions are consistent with intu-
ition in that physical systems respond to an excitation
only after that excitation. Their response also is of finite
duration. In summary, a minimum-phase wavelet is real-
izable and causal. These observations are quantified by
considering the following four, three-point wavelets
(Robinson, 1966):

Wavelet A: (4,0,—1)
Wavelet B: (2,3,-2)
Wavelet C: (—2,3,2)
Wavelet D: (—1,0,4)

Now compute the cumulative energy of each wavelet at
any one time. Cumulative energy is computed by adding
squared amplitudes as shown in Table 2-12. These values
are plotted in Figure 2-16. Note that all four wavelets
have the same amount of total energy; i.e., 17 units.
However, the rate at which the energy builds up is
significantly different for each wavelet. For example,
with wavelet A, the energy builds up rapidly close to its
total value at the very first time lag. The energy for
wavelets B and C builds up relatively slowly. Finally, the
energy accumulates at the slowest rate for wavelet Da
From Figure 2-16, note that the energy curves for wave-
lets A and D form the upper and lower boundaries.
Wavelet A has the least energy delay, while wavelet D
has the largest energy delay. Given a fixed amplitude
spectrum as in Figure 2-17, the wavelet with the least
energy delay is called minimum delay, while the wavelet

Table 2-11. Errors made in the two-term inverse and least-
squares filtering.
Input: [(—5),1]
Desired Output: (1.,0,0)

Actual Output Energy of Error

Inverse Filter 1 0 —4 16
Least-Squares = -4 —& e
Filter

Table 2-12. Cumulative energy.

Cumulative Energy
at Time Sample
Wavelet 0 1 2
A 16 16 17
B 4 13 17
C 4 13 17
D 1 1 17

with the largest energy delay is called maximum delay.
This is the basis for Robinson’s energy delay theorem: A
minimum-phase wavelet has the least energy delay.

Time delay is equivalent to a phase-lag. Figure 2-18
shows the phase spectra of the four wavelets (Robinson,
1966). Note that wavelet A has the least phase change
across the frequency axis; we say it is minimum phase.
Wavelet D has the largest phase change; we say it is
maximum phase. Finally, wavelets B and C have phase
changes between the two extremes; hence, they are
mixed phase. Since all four wavelets have the same
amplitude spectrum (Figure 2-17) and the same power
spectrum, they should have the same autocorrelation.
This is verified as shown in Table 2-13, where only one
side of the autocorrelation is tabulated, since a real time
series has a symmetric autocorrelation (Section 1.2.3).

Note that zero lag of the autocorrelation is equal to the
total energy contained in each wavelet; i.e., 17 units. This
is true for any wavelet; that is, the area under the power
spectrum is equal to the zero-lag value of the autocorrela-
tion function. This is rigorously stated by Parseval’s
theorem (Appendix A).

The process by which the seismic wavelet is compressed
into a zero-lag spike is called spiking deconvolution. In
Sections 2.3 and 2.4, filters that achieve this goal were
studied. Their performance depends not only on filter
length (compare the results of the two-and three-point
filters in Section 2.3), but also on whether the input
wavelet is minimum phase. The spiking deconvolution
operator is strictly the inverse of the wavelet. If the
wavelet were minimum phase, then we would get a stable
inverse, which also is minimum phase. The term stable
means that the filter coefficients make a convergent
series. Specifically, the coefficients decrease in time (and
vanish at t+ = o); therefore, the filter has finite energy.
This is the case for the wavelet [1,(—3%)] with an inverse
[1,4),&), . . . ). The inverse is a stable spiking deconvolu-
tion filter. On the other hand, if the wavelet were
maximum phase, then it does not have a stable inverse.
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Table 2-13. Autocorrelation lags of Wavelets A, B, C,

and D. .
Wavelet A
4 0 -1 Output
4 0 -1 17
4 0 -1 0
4 0 -1 —4
Wavelet B
2 3 =2
2 3 =2 17
2 3 -2 0
2 3 =2 —4
Wavelet C
-2 3 2
-2 3 2 17
-2 3 2 0
-2 3 2 —4
Wavelet D
-1 0 4
—1 0 4 17
-1 0 4 0
-1 0 4 —4

Table 2-14. Autocorrelation lags of input wavelet [1, (—3)].

Output

—_—
—_ b N
rIl— & n

=

Table 2-15. Crosscorrelation lags of desired output (1,0,0)
with input wavelet [1,(—1)].

1 0 0 Output
1 =4 ' 1
TR 0

This is the case for the wavelet [ —%),1], whose inverse is
given by the divergent series [-2,—4,—8, . . . ]. Finally,
a mixed-phase wavelet does not have a stable inverse.
This discussion leads us to assumption 6.

Assumption 6. The seismic wavelet is minimum
phase. Therefore, it has a minimum-
phase inverse.

This assumption is required by spiking deconvolution. In
Section 2.6, we see that awavelet can be converted intoa
delayed spike even if it is not minimum phase.

2.6 OPTIMUM WIENER FILTERS

Return to the desired output that was considered when
studying inverse and least-squares filters; i.e., the zero-

FIG. 2-15. A wavelet has a finite duration. If its energy is
maximally front-loaded, then it is minimum-phase (top). If
its energy is concentrated mostly in the middle, then it is
mixed-phase (middle). Finally, if its energy is maximally
end-loaded, then the wavelet is maximum-phase. A quantita-
tive analysis of this phase concept is provided in Figure 2-16.

delay spike (1,0,0). The autocorrelation of the input
wavelet [1,(—3)] is shown in Table 2-14.

Within a scale factor of 2, this output is the same as the
first column of the 2 X 2 matrix on the left side of
equation (2.12), which was the equation that we solved to
obtain the least-squares inverse filter. Equation (2.12)
can be rewritten as

2[ 3 -%] [a] _ [2} (2.16)
-3 ilLb 0
Divide both sides by 2 to obtain:
KRN
—1  si|b 0 2.17)

Now compute the crosscorrelation of the desired output
(1,0,0) with the input wavelet [1,(-%)] (Table 2-15).
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FIG. 2-16. A quantitative analysis of the minimum-and
maximum-phase concept. The fastest rate of energy buildup
in time occurs when the wavelet is minimum-phase A. The
slowest rate occurs when the wavelet is maximum-phase D.

The output is the same as the column matrix on the right
side of equation (2.17). In general, the elements of the
matrix on the left side are the lags of the autocorrelation
of the input wavelet, while the elements of the column
matrix on the right side are the lags of the crosscorrela-
tion of the desired output with the input wavelet.

Nowperformsimilar operationsfor wavelet[( —,1]. The
autocorrelation of this wavelet is given in Table 2-16.
Note that autocorrelation of wavelet [(—3),1] is identical
to that of wavelet [1,(—3)] (Table 2-14). As discussed in
Section 2.5, this is an important property of a group of
wavelets with the same amplitude spectrum. By rewriting
the matrix equation, equation (2.15),

2 HTa —1
2| ¢ 2 = . 2.18
B HE 19
Divide both sides by 2 to obtain:
I | T T
-4 3] L of '

The crosscorrelation of the desired output (1,0,0) with
input wavelet [(—1),1] is given in Table 2-17. Note that
this result is the same as the right side of equation (2.19).
Moreover, the elements of the matrix on the left side are
the autocorrelation lags of the input wavelet. Matrix
equations (2.17) and (2.19) were used to derive the least-
squares inverse filters (Section 2.4). These filters then
were applied to the input wavelets to compress them to
zero-lag spike. The left side matrices in equations (2.17)

Amplitude

Frequency

FIG. 2-17. All wavelets in Figure 2-16 (A, B, C, and D ) have
the same amplitude spectrum as shown above. (Adapted
from Robinson, 1966.)

21

Phase

——— G TE— umae,
g v & S o

Frequency

FIG. 2-18. Phase-lag spectra of the wavelets defined in
Figure 2-16. They have the common amplitude spectrum of
Figure 2-17. (Adapted from Robinson, 1966.)
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Table 2-16. Autocorrelation lags of input wavelet [(—%),l].
1 Output
s

(ST g

[BIE N

1
Lo :

Table 2-17. Crosscorrelation of desired output (1,0,0) with
input wavelet [1,(—%)].

1 {] 0 Output
1 1
7

o o

|
_.% ]

and (2.19) are made up of the autocorrelation lags of the
input wavelets. Additionally, the column matrices on the
right side are made up of lags of the crosscorrelation of
the desired output, i.e., a zero-lag spike, with the input
wavelets. These observations were generalized by Wie-
ner to derive filters that convert the input to any desired
output. The general form of the matrix equation for a
filter of length n is (Robinson and Treitel, 1980):

To r L T p | ( do Jo
ry L ry o Ty a; a4,
r r ro Tt T3 a, g,
_rnfl Fpa Tp—3 °°° Tp | hanfl_ -gn—l_J
(2.20)

Here r;, a;, and g;, i = 0,1,2,3, ..., n — 1 are the
autocorrelation of the input wavelet, the desired filter
coefficients, and the crosscorrelation of the desired out-
put with the input wavelet, respectively.

The optimum Wiener filter g, is optimum in that the least-
squares error between the actual and desired outputs is
minimum. When the desired output is the zero-lag spike
(1,0,0, . .. ,0), then the Wiener filter is identical to the
least-squares inverse filter. In other words, the latter
really is a special case of the former. The Wiener filter
applies to a large class of problems in which any desired
output can be considered, not just the zero-lag spike.

Five choices for the desired output are:

Type 1: Zero-lag spike

Type 2: Spike at arbitrary lag

Type 3: Time-advanced form of input series
Type 4: Zero-phase wavelet

Type 5: Any desired arbitrary shape.

These desired output forms will be discussed in the
following sections.

The general form of the normal equations [equation
(2.20)] was arrived at through numerical examples for the
special case where the desired output was a zero-lag
spike. Appendix B.5 contains a concise mathematical
treatment of the optimum Wiener filters. Figure 2-19
outlines the design and application of a Wiener filter.

Input Desired
Output
Auto- Cross—
correlation correlation

L . Wiener

Filter(1)
[ (1) Solve for the filter
* coefficients using
l Eq. (2.20).

Actual

Output

FIG. 2-19. A flowchart for Wiener filter design and applica-
tion.

Determination of the Wiener filter coefficients requires
solution of the so-called normal equations, equations
(2.20). Although the 2 X 2 matrix was solved by hand in
our numerical examples, the solution is costly for long
filter operators. From equation (2.20), note that the
autocorrelation matrix is symmetric. This special matrix,
called the Toeplitz matrix, can be solved by Levinson
recursion, a computationally efficient scheme. To do this,
compute a two-point filter, derive from it a three-point
filter, and so on, until the r-point filter is derived (Claer-
bout, 1976). In practice, filtering algorithms based on the
optimum Wiener filter theory are known as Wiener-
Levinson algorithms.

2.6.1 Spiking Deconvolution

The process with type 1 desired output (zero-lag spike)is
called spiking deconvolution. Crosscorrelation of the
desired spike (1,0,0, . .. ,0) with input wavelet (x¢,x;,
Xsy ... X, — 1) yields the series (x,0,0, . .. ,0). The
generalized form of the normal equations, equation
(2.20), takes the special form:

_ o o~ - -
o ry ry Ti-1 Qo 1
ry ro r R S a, 0
r r, fro 7 Th-3 a, 0
Lrn—l rn—Z rn~3 rO ] an—l 50
2.21)

Equation (2.21) was scaled by (1/x,). The least-squares
inverse filter, which was discussed in Section 2.4, has the
same form as the matrix equation, equation (2.21). There-
fore, spiking deconvolution is mathematically identical to
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FIG. 2-20. Starting with wavelet (a), autocorrelogram (d) is computed to derive spiking deconvolution operator (e).
This operator and its inverse (h) are minimum-phase. The inverse of the deconvolution operator has the same
amplitude spectrum as that of the original wavelet. [Compare (i) to (b).] Its phase spectrum is simply the sign-
reversed phase spectrum of the spiking deconvolution operator. [Compare (j) to (g).] If operator ¢ were convolved
with original wavelet «, then output & results. Although the output spectrum nearly is flat (1). it is far from being a
spike at t = 0 (n). This desired output (n) is obtained if the input is minimum-phase wavelet (h), rather than mixed-

phase wavelet (a).

least-squares inverse filtering. A distinction is made in
practice between the two types of filtering. The autocor-
relation matrix on the left side of equation (2.21) is
computed from the input seismogram (assumption 5} in
case of spiking deconvolution (statistical deconvolution),
whereas it is directly computed from the known source
wavelet in case of least-squares inverse filtering (deter-
ministic deconvolution).

Figure 2-20 is a summary of spiking deconvolution based
on the Wiener-Levinson algorithm. Frame a is the input
mixed-phase wavelet. Its amplitude spectrum (frame b)
indicates that the wavelet has most of its energy confined
to a 10- to 50-Hz range. The autocorrelation function
(frame d) is used in equation (2.21) to compute the spiking
deconvolution operator (frame e). The amplitude spec-
trum of the operator (frame f) is approximately the
inverse of the amplitude spectrum of the input wavelet
(frame b). (The approximation improves as operator
length increases.) This should be expected, since the goal
of spiking deconvolution is to flatten the output spec-
trum. Application of this operator to the input wavelet
gives the result shown in frame k.

Ideally, we would like to get a zero-lag spike, as shownin

frame n. What went wrong? Assumption 6 was violated
by the mixed-phase input wavelet (frame a). Frame h
shows the inverse of the deconvolution operator. This is
the minimum-phase equivalent of the input mixed-phase
wavelet in frame a. Both wavelets have the same ampli-
tude spectrum (frames b and i), but their phase spectra
are significantly different (frames ¢ and j). Since spiking
deconvolution is equivalent to least-squares inverse fil-
tering, the minimum-phase equivalent is merely the in-
verse of the deconvolution operator. Therefore, the am-
plitude spectrum of the operator is the inverse of the
amplitude spectrum of the minimum-phase equivalent
(frames f and i), and the phase spectrum of the operator is
the negative of the phase spectrum of the minimum-phase
wavelet, as seen in frames g and j. One way to extract the
seismic wavelet, provided it is minimum phase, is to
compute the spiking deconvolution operator and find its
inverse.

In conclusion, if the input wavelet is not minimum phase,
then spiking deconvolution cannot convert it to a perfect
zero-lag spike (frame k). Although the amplitude spec-
trum is virtually flat (frame 1), the phase spectrum of the
output is not minimum phase (frame m). Finally, note
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Prewhitenin
/ g

>
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FIG. 2-21. Prewhitening amounts to adding a bias to the amplitude spectrum of the seismogram to be deconvolved.
This prevents dividing by zero since the amplitude spectrum of the inverse filter (middle) is the inverse of that of the
seismogram (top).
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that the spiking deconvolution operator is the inverse of
the minimum-phase equivalent of the input wavelet. This
wavelet may or may not be minimum phase.

2.6.2 Prewhitening

From the preceding section, we know that the amplitude
spectrum of the spiking deconvolution operator is (ap-
proximately) the inverse of the amplitude spectrum of the
input wavelet. This is illustrated in Figure 2-21. What if
we had zeroes in the amplitude spectrum of the input
wavelet? To study this, apply a minimum-phase band-
pass filter (see Exercise 2.10) with a wide passband (3-108
Hz) to the minimum-phase wavelet of Figure 2-20 (frame
h). Deconvolution of the filtered wavelet does not pro-
duce a perfect spike, instead, a spike accompanied by a
high-frequency pre-and post-cursor results (Figure 2-22).
This poor result occurs because the deconvolution opera-
tor tries to boost the absent frequencies, as seen from the
amplitude spectrum of the output. Can this problem
occur in a recorded seismogram? Situations in which the
input amplitude spectrum has zeroes rarely occur. There
is always noise in the seismogram and it is additive in
both the time and frequency domains. Moreover, numeri-
cal noise, which also is additive in the frequency domain,
is generated during processing. However, to ensure nu-
merical stability, an artificial level of white noise is
introduced before deconvolution. This is called prewhi-
tening and is illustrated in Figure 2-21. Prewhitening is
achieved by adding a constant to the zero lag of the
autocorrelation function. If the percent prewhitening is
given by a number, 0 < ¢ < 1, then the following normal
equations [from equation (2.21)] must be solved.

-
(1 + €)ry r r,
ry (1 + gy ry
ry r (L + &),
rn*l rn*Z L

Adding a constant er, to the zero lag of the autocorrela-
tion function is the same as adding white noise to the
spectrum, with its total energy equal to that constant.
The effect of the prewhitening level on performance of
the deconvolution is discussed in Section 2.7.3.

2.6.3 Wiener Shaping Filters

Spiking deconvolution had trouble compressing wavelet
[(—1),1] to a zero-lag spike (1,0,0) (Table 2-11). In terms

of energy distribution, this input wavelet is more similar
to a delayed spike, such as (0,1,0), than it is to a zero-lag
spike, (1,0,0). Perhaps a filter that converts wavelet
[(=3),1] to a delayed spike would yield less error than the
filter that shapes it to a zero-lag spike. Follow the
flowchart in Figure 2-19 to design and apply a filter to
convert [(—3),1] to the delayed spike (0,1,0). First, com-
pute the crosscorrelation (Table 2-18).

From Table 2-16, we know the autocorrelation of the
input wavelet. By substituting the results from Tables 2-
16 and 2-18 into the matrix equation, equation (2.20), we

T e

By solving for the filter coefficients, (a,b) = [( '§),(—%)]
results. This filter is applied to the input wavelet as
shown in Table 2-19. The energy of the least-squares
error between the actual and desired outputs is (55,).
From Table 2-11, note that the error for a zero-lag spike
was (%). This shows that there is less error when
converting wavelet [(—%),l] to the delayed spike (0,1,0)
than to zero-lag spike (1,0,0). Test the spike with even
more delay (0,0,1) and compute the error.

Ingeneral, forany given input wavelet, a series of desired
outputs can be defined as delayed spikes. The least-
squares errors then can be plotted as a function of delay.
The delay (lag) that corresponds to the least error is
chosen to define the desired delayed spike output. The
actual output from the Wiener filter using this optimum
delayed spike should be the most compact possible
result.

The process that has a type 5 desired output (any desired
arbitrary shape) is called wavelet shaping. The filter that

(2.23)

rn*l ao 1
rn*Z al O
T3 a, = 1|0
1+ ¢y a,_, 0

(2.22)

does this is called a Wiener shaping filter. In fact, type 2
(delayed spike) and type 4 (zero-phase wavelet) desired
outputs are special cases of the more general wavelet
shaping.

Figure 2-23 shows a series of wavelet shapings that use
delayed spikes as desired outputs. The input is a mixed-
phase wavelet. Filter length was held constant in all eight
cases. Note that the zero-delay spike case (spiking de-
convolution) does not always vyield the best result (Figure
2-23a). A delay in the neighborhood of 60 ms (Figure
2-23e) seems to yield an output that is closest to being a
perfect spike. Typically, the process is not very sensitive
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to the amount of delay once it is close to the optimum
delay. If the input wavelet were minimum-phase, then the
optimum delay of the desired output spike generally is
zero. On the other hand, if the input wavelet were mixed-
phase, as illustrated in Figure 2-23, then the optimum
delay is nonzero. Finally, if the input wavelet were
maximum-phase, then the optimum delay is the length of
that wavelet (Robinson and Treitel, 1980).

Can we not delay the desired spike output (Figure 2-23)
and obtain a better result than we got from spiking
deconvolution? This goal is achieved by applying a
constant-time shift (60 ms in Figure 2-23) to a delayed
spike result. Better yet, the same result can be obtained
by shifting the shaping filter operator as much as the
delay in the spike and applying it to the input wavelet.
Such a filter operator is two sided (noncausal), since it

Table 2-18. Crosscorrelation of desired output (0,1,0) with
input [(—}),1].

0 Output
1
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has coefficients for negative and positive time values.
The one-sided filter defined along the positive time axis
has an anticipation component, while the filter defined
along the negative time axis has a memory component
(Robinson and Treitel, 1980). The two-sided filter has an
anticipation component and a memory component. Fig-
ure 2-24 shows a series of shaping filterings with two-
sided Wiener filters for various spike delay values.
Figure 2-25 shows examples of wavelet shaping. The
input wavelet (trace b) is the same mixed-phase wavelet
as in Figure 2-24 (top left frame). This wavelet is shaped
into zero-phase wavelets with three different bandwidths
(traces c, d, and e). The industry jargon for this process is
dephasing. Figure 2-25 shows another wavelet shaping in
which the input wavelet was converted to its minimum-
phase equivalent (trace f). This conversion is often ap-

Table 2-19. Convolution of input wavelet | —%),l] with filter
coefficients [( '£),(—#)].

~1 | Output
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FI1G. 2-22. (a) Minimum-phase wavelet, (b) band-pass filtering, (c) deconvolved. The amplitude spectrum of the
band-pass filtered wavelet has zeroes above 108 Hz (middie row); therefore, the inverse filter derived from it yields
unstable results (bottom row). The time delays on the wavelets in the left frames of the middle and bottom rows are

for display purposes only.
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plied to recorded air-gun signatures. Figure 2-26 shows
examples of a recorded air-gun signature that was shaped
into its minimum-phase equivalent and into a spike.
When the input is the recorded signature, then the
wavelet shapings in Figure 2-26 are called signature
processing. Wavelet shaping requires knowledge of the
input wavelet to compute the column on the right side of
equation (2.20). If it is unknown, which is the case in
reality, then it can be estimated statistically from the
data. A minimum-phase wavelet, which then is shaped to
a zero-phase wavelet, is derived from this estimate.
Wavelet processing is a term that is used with flexibility.
The most common meaning refers to estimating (some-
how) the basic wavelet embedded in the seismogram,
designing a shaping filter to convert the estimated wave-
let to a desired form, usually a broad-band zero-phase
wavelet (Figure 2-25), and finally, applying the shaping
filter to the seismogram. Another type of wavelet proc-
essing involves wavelet shaping in which the desired
output is the zero-phase wavelet with the same amplitude
spectrum as that of the input wavelet (Figure 2-27). Note
that this type of wavelet processing does not try to flatten
the spectrum, but only tries to correct for the phase of the

0.3 0.5
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1 e —
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FIG. 2-23. Shaping filtering. (0) Input wavelet, (1} desired
output, (2) shaping filter operator, (3) actual output. Here,
the purpose is to convert the mixed-phased wavelet (0) to a
series of delayed spikes (a through #) by using a one-sided
operator (anticipation component only). The best result is
with a 60-ms delay (e).

input wavelet, which sometimes is assumed to be mini-
mum-phase.

2.6.4 Predictive Deconvolution

The type 3 desired output, a time-advanced form of the
input series, suggests a prediction process. Given the
input x(z), we want to predict its value at some future time
(t + a), where ais prediction lag. Wiener showed that the
filter used to estimate x(t + a) can be computed by using
a special form of the matrix equation, equation (2.20)
(Robinson and Treitel, 1980). Since the desired output
x(t + a) is the time-advanced version of the input x(7), we
need to specialize the right side of equation (2.20) for the
prediction problem.

Consider a five-point input time series x;, where i =
0,1,2,3,4 and set o = 2. The autocorrelation of x; is
computed in Table 2-20. The crosscorrelation between
the desired output x(r+2) and the input x(7) is shown in
Table 2-21.
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FIG. 2-24. Shaping filtering. (0) Input wavelet, (1) desired
output, (2) shaping filter operator, (3) actual output. Here,
the purpose is to convert the mixed-phase wavelet (0) to a
series of delayed spikes (a through /) using a two-sided
operator {with memory and anticipation components). The
best result is obtained with a zero-delay spike using a two-
sided filter (a).
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Compare the results in Tables 2-20 and 2-21. Note that g;
=71+ @=2,and i = 0,1,2,3,4. Equation (2.20) is
rewritten as follows:

Fo Ty Iy ¥3 74 Ao r,
ry To Iy 3 13 a, ry
r, ry Yo rp 1y a =1 ra (2.24)
rs r; ry ro n; ay rs
Fa Ty Fry ry Ip as T's

The prediction filter coefficients a; , where i = 0,1,2,3.4,
can be computed from equation (2.24). Actual output

Table 2-20. Autocorrelation lags of the input series [x,, x;,
X2, X3, X4

bl b
rg = Xo~ T x,z + X" + x;z + x42

ry = xoX; + XX + xax3 + Xaxy
ry = XgXa + X1X3 + XaX4

ry = XpX3 + x1xy4

Fq = XoXy

Fs = 0

re =10

(h)

r\utocorrelograms lAmplitude Spectra
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now can be computed (Table 2-22).

Since we are trying to predict the time-advanced form of
input, the actual output is an estimate of the series x; ; ..
where « = 2. The prediction error series is given in Table
2-23.

The results in Table 2-23 suggest that the error series can
be obtained more directly by convolving the input series
with a filter with coefficients (1,0,—aq, —a,, —a2, —as;,
—a,) (Table 2-24).

The results for e,, e3, €4, €5, and eq are identical (Tables 2-
23 and 2-24). Since the series (ay, a;, @», a3, a,) is called
the prediction filter, it is natural to call the series
(1,0,—ay, —a,, —a», —as, —a,) the prediction error filter.
When applied on the input series, this filter yields the

Table 2-21. Crosscorrelation between desired output x(¢ + 2)
and input x{¢).

80 = XoX2 + XXy + Xaky

g1 = Xox3 T X
82 = XpX4

g =10

8.=0

(9)

()

(e)

(d)

(c)

(b)

=1 T "%)"%‘éf'

(a)

s 02 04 08 1.0

S

0.2 0.4 Hz 100 200

FIG. 2-25. Shaping filtering with various desired outputs. (a) Impulse response, (b) input seismogram. Here ¢, d,
and e show three possible desired outputs that are band-limited zero-phase wavelets, while f shows a desired output
that is the minimum-phase equivalent of the input wavelet b. Finally, g and 4 are desired outputs that are band-pass

filtered versions of f.
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error series in the prediction process.

Why place so much emphasis onthe error series? Consid-
er the prediction process as it relates to a seismic trace. A
time series can be predicted at a future time ¢ + «, where
a is the prediction lag (or prediction distance). A seismic
trace often has a predictable component (multiples) with
a periodic rate of occurrence. According to assumption 5,
anything else, such as genuine reflections, is unpredict-
able.

Some may claim that reflections are predictable as well;
this may be the case if deposition is cyclic. However, this
type of deposition is not often encountered. While the
prediction filter yields the predictable component (the
multiples) of a seismic trace, the remaining unpredictable

Table 2-22. Convolution of prediction filter a(f) with input
series to compute actual output y(#).

Yo = apXo

Y1 = apxg t+ oo

Y2 = axXo t apx + oapx;

y3 = azxg t Xy T axa t doXs

Ya = daXo + a3xy T odaxy T odixz + odoXs

(@) J\Mm
!

(b) Spike
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@ f -
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FIG. 2-26. Signature processing: (a) Recorded signature, (b)
desired output, (¢) shaping operator, (d) shaped signature.
The desired output is a zero-delay spike (top) and the
minimum-phase equivalent of the recorded signature (bot-
tom).

part, the error series, is essentially the reflection series.
Equation (2.24) can be generalized for the case of an n-
long prediction filter and an a-long prediction lag.

o Ty [ "n—J a, Ty
r To ry 07 Taoa a, Tat1
2 r Fo 77 Th-s a, Fat2
Funo1 Th—2 Ta-3 ro a, 1 Patn-1
L d L . L
(2.25)
T T T T T ] T T T T T
-0.1 0 0.1 0.2 03s
@),
e PN N
(b)
e e
(©
——

(d

FIG. 2-27. Wavelet processing. An autocorrelogram a, esti-
mated from the seismic trace, is used after smoothing (b) to
compute the spiking deconvolution operator d. (Here ¢ is
just a one-sided version of b.) The inverse of this operator is
the minimum-phase wavelet e, which is sometimes assumed
to be the basic wavelet contained in the original seismic
trace. It is easy to compute its zero-phase equivalent f and
design a shaping filter g that converts the minimum-phase
wavelet e to the zero-phase wavelet f. The actual output is 4,
which should be compared with f. Note that the zero-phase
equivalent f has the same amplitude spectrum as the mini-
mum-phase wavelet e.
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Table 2-23. The error series e, = x4 - ..

Cr Xy Ay
€y = Xy T Xy gk,

€y = Xy < daNy T Xy T AN
e =0 — asxy

o =0

(UaX) = d1Xa ~ dpXy
T g Xy T ARX T Ay T Xy T odpy

Note that design of the prediction filters requires only
autocorrelation of the input series. There are two ap-
proaches to predictive deconvolution. The prediction
filter may be designed using equation (2.25) and applied
on input serics as described in Figure 2-28.

Alternatively, the prediction error filter can be designed
and convolved with the input series as described in
Figure 2-29.

Now consider the special case of unit prediction lag, o =
1. Equation (2.25) takes the following form:

Fo Ky Py T3 T4 dg "y
Fyotg fy Ty r; a; Ty
Fo ry Fo tp F3 a, 1=1r (2.26)
ry ry K, rg Ty a, ry
o T3 T3 Py 1y aa Fs
By augmenting the right side to the left side,
. - R
—ry{re Fy Ty F3 ra 1 0
—ry Fy, Py Ky Py T a, 0
—ry {7y Ty Ty Ty a, _ 0 (227)
—rygiry ry r, reg ry a, 0
—rshry ¥y Py g a, 0
” N 0
a
L 4.4 | .

Add one row and move the negative sign to the column
matrix that represents the filter coeflicients to get:

— - . - -
Yol Ty ¥s Y3 Yg rg i L
Ytre Yo Yy vy 7y — 8y 0
Falry rog ry ¥z ora —d 0
ralry ry orq ry o ra —d, N o’
Pagfy 7y ¥y Fe 1y —dy 0

Lri Yy Fy o Ya o7y rod hvu‘,'“| _O—J

(2.28)

where L = rqg — riag — ra0; — ratis — ratlz — rsig. Note that
there are Stk unkrawns. {ay, 4y, &, &, 2.1}, and six
eqguations. Salution of these equations vields the unit-

desay prediciion error ifter. {1, —aq, —a,. —as. —ax —agh

Table 2-24. Convolution of filter coefficients [1,0,—a4;], i =
0,1,2,3,4, with input series x;, i = 0,1,2,3,4.

o = X

Cp =X

O X Xy

¢y = XNy 7 Xy T deX

€y = Xy v odnXy vt X ]~ dgXa

oo = 0 = aavy = sy dXe ot daXa

o =0 = daiy i T daXs o (X — oy

We can rewrite equation (2.28) as follows:

Fo Fy Py Ty Ty s w bo w L
ProPg Ty T2 Py Ty b 0
Fy Py Py Py Py T3 b, 0
- = , (2.29)
Fy ¥y Py T By Py bs 0
Fa Fy Ky Py Fe Ty bs 0
Fs Ty Fy Iy Py T J bs 0

where by = 1, b, = -a;,  ,and { = 1,2,3,4.5. This
equation has a familiar structure. In fact, except for the
scale factor L, it has the same form as equation (2.21),
which vields the coefficients for the least-squares zero-
delay inverse filter. Note that this inverse filter is the
same as the prediction error filter with unit prediction lag,
except for a scale factor. Therefore, spiking deconvolu-
tion actually is a special case of predictive deconvolution
with unit prediction lag.

We now know that predictive deconvolution is a general
process that encompasses spiking deconvolution. In gen-
eral. the following statement can be made: Given an input
wavelet of length (n 4 a), the prediction error filter
contracts it to an a-long wavelet, where « is the predic-
tion lag (Peacock and Treitel, 1969). When « = 1, the
procedure is called spiking deconvolution.

Figure 2-30 interrelates the various filters discussed in
thi~ chapter and indicates the kind of process they imply.
From Figure 2-30, note that Wiener filters can be used to
solve a wide range of problems. In particular, predictive
deconvolution is an integral part of seismic data process-
ing that is aimed at compressing the seismic wavelet,
thereby increasing temporal resolution. In the limit, it can
be used to spike the scismic wavelet and obtain an
estimate tor reflectivity.

Review the following assumptions that underlie predic-
tive deconvolution:

The earth is made up of horizontal
layers of constant velocity.

The source generates a compres-
sional plane wave that impinges
on fayer boundaries at normal in-
¢idence. Under such circum-
stances, no shear waves are gen-
crated.

The source waveform does not
change as it travels in the subsur-
fuce: 1.e., 1l s stationary.

Assumption la.

Assumption Ib.

Assumption 2.
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Input

Compute (n+«)-lags of autocorrelation,
where n= length of the prediction filter and
a= the prediction lag.

l

Use Eq. (2.25) to compute the prediction
filter series [a,, a,, 25, ... 8pn.1 )

» -
A

'
Delay by
Prediction Lag

|

Subtract Result
from Input Output

3

FIG. 2-28. A flowchart for predictive deconvolution using
prediction filters.

Assumption 3.
Assumption 4.

The noise component n(t) is zero.
Reflectivity is a random process.
This implies that the seismogram
has seismic wavelet characteris-
tics since their autocorrelations
and amplitude spectra are similar.
The seismic wavelet is minimum
phase. Therefore, it has a mini-
mum-phase inverse,

Assumption 5.

Assumption la, Ib, and 2 are the basis tor the convolu-
tional model of the recorded seismogram (Section 2.2). In
practice, deconvolution often yields good results in areas
where these three assumptions are not strictly valid.
Assumption 2 can be relaxed in practice by considering a
time-variant deconvolution. In this technigque, a seismo-
gram is divided into a number of time gates, typically
three or more. Deconvolution operators then are de-
signed from each gate and convolved with data within
that gate. Not a good deal can be done about assumption
3. However, noise can be minimized in the recording
process. Deconvolution operators can be designed using
time gates and frequency bands with low noise level.
Poststack deconvolution can be used in an effort 1o take
advantage of the noise reduction inherent in the stacking
process.

If the source wavelet were minimum-phase and known,
then a perfect result could be obtained from deconvolu-
tion in the noise-free case (Figures 2-31 and 2-32, trace ¢).

input

l

Compute (n+«j-lags of autaecorrelation,
where n = length of the prediction filter and
o= the prediction lag.

Use Eq. (2.25) to compute the prediction
filter series (ag , &, 82, ++v @n-1 ).

|

Design the prediction error filter

by delaying the prediction filter:

[(v,0,0, ..., 0, =-a,, ~a ..
-1/

|

*

l

Output

v —ap-t]

FIG. 2-29. A flowchart for predictive deconvolution using
prediction error filters.

If assumption 4 were violated and if the source waveform
were not known, then you would have problems (trace
d). The quality of the output from the spiking deconvolu-
tion is degraded further when the source wavelet is not
minimum-phase (Figures 2-33 and 2-34); that is, assump-
tion 5 is violated. Finally, if there were noise in the data,
that is, when assumption 3 is violated, then the result of
the deconvolution would be unacceptable (Figure 2-35).

2.7 PREDICTIVE DECONVOLUTION IN
PRACTICE

Figures 2-31 through 2-35 test our confidence in the
usefulness of predictive deconvolution. In reality, decon-
volution has been applied to billions of seismic traces;
most of the time it has yielded satisfactory results.
Figures 2-31 through 2-35 emphasize the critical assump-
tions that underlie predictive deconvolution. When de-
convolution does not work on some data, the most
probable reason is that one or more of the above assump-
tions has been violated. In this section, a series of
numerical experiments will be performed to examine the
validity of these assumptions. The purpose of these
experiments is to gain a basic understanding of deconvo-
lution from a practical point of view.

(Text continued on page 114)
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inverse Least-Squares Optimum Wiener Filters
Filter Inverse Filter (Section 2.6)
(Section 2.3) (Section 2.4)

Desired Output

Zero-Delay Time-Advanced

Spike Version of Input
with Prediction Lag, o

Y \j
Unit Prediction Any Other
Lag Form
(x=1)
\ ' \ Y
Spiking Predictive Wavelet
" Deconvolution Deconvolution Shaping
[Eq. (2.21)] [Eq. (2.25)] [Eq. (2.20)]

FIG. 2-30. A flowchart for interrelations between various deconvolution filters.



T [T I ! 1 : ! B [ : E ‘M ? H‘f' ]'fé‘ i f‘ | | )‘ﬁ&
| < A
@ b ! T W}ﬁ!&‘;ww?RW”WM

I I T 1 I I T ) | ; ; ? ; rr
b - Mo ! "'\ L : (Y | i
( ) ; S Jb e L \\J A w U \‘/ - w \'/,« v »\)r ey, 1\1‘ \J } : J

Deconvolution 1t

Autocorrelograms Amplitude Spectra

ity

[T T T

o | | ] |
.lpwww e | ey 1 .M 'HMMF ‘&}

b
S R B M‘M‘M

0 02 04 06 08 0O 02 04 0 2550 75100

Time (s) Time (s) Frequency (Hz)

FIG. 2-31. (a) Impulse response. (b} seismogram, (c) spiking deconvelution using known, minimum-phase wavelet.
(d) deconvolution assuming an unknown, minimum-phase source wavelet. Impulse response (a) is a sparse-spike
series. For an unknown source wavelet (in violation of assumption 4). spiking deconvolution yields a less than
perfect result. [Compare (¢) and (d).]
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F1G. 2-32. (a) Impulse response, (b) seismogram, (c) splklng deconvolution using known, minimum-phase source
wavelet, (d) deconvolution assuming an unknown, minimum-phase source wavelet. Impulse response (a) is based

on a sonic log (Figure 2-8a). For the unknown source wavelet (in violation of assumption 4). spiking deconvolution
yields a less than perfect result. [Compare (¢) and (d).]
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FIG. 2-33. (a) Impulse response, (b) seismogram, (¢} deconvolution using a known, mixed-phase source wavelet,
(d) deconvolution assuming an unknown, mixed-phase source wavelet. Impulse response (a) is a sparse-spike

series. For a mixed-phase source wavelet (in violation of assumption 3}, spiking deconvolution yields a degraded
output (d), even when the wavelet is known (¢).
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FIG. 2-34. (a) Impulse response, (b) seismogram, (c) deconvolution using a known, mixed-phase source wavelet,
(d) deconvolution assuming an unknown, mixed-phase source. Impulse response (a) is based on the sonic log of
Figure 2-8a. For the mixed-phase source wavelet (in violation of assumption $), spiking deconvolution yields a
degraded output (d) even when the wavelet is known (c).

2.7.1 Operator Length

We start with a single, isolated minimum-phase wavelet
as shown in Figure 2-36 (trace b). Assumptions | through
5 are satisfied for this wavelet. The ideal result of spiking
deconvolution is a zero-lag spike, as indicated by trace a.
In this and the following numerical analyses, we refer to
the autocorrelogram and amplitude spectrum (plotted
with linear scale) of the output from each deconvolution
lest Lo better evatuate the results. ln Figure 2-36 and the
ollowing figures, n, a, and € refer to operator length of
she prediction fifter, prediction lag, and percent prewhi-
ening, respectively. {The length of the prediction error
Res et s 8 4 o3 In Figure 2-36, prediction lag is unity
and equal to the 2-ms sampling rate; prewhitening is zero
percent. Operator length varies as indicated in the figure.
Short operators yield spikes with small-amplitude and
relatively high-frequency tails. The 128-ms-long operator
gives an almost perfect spike output. Longer operators

whiten the spectrum further, bringing it closer to the
spectrum of the impulse response.

The action of spiking deconvolution on the seismogram
derived by convolving the minimum-phase wavelet with a
sparse-spike series is similar (Figure 2-37) to the case of
the single isolated wavelet (Figure 2-36). Recall that
spiking deconvolution basically is inverse filtering where
the operator is the least-squares inverse of the seismic
wavelet. Therefore, an increasingly better result should
be obtained when more and more coefficients are includ-
ed in the inverse filter.

Now consider the real situation of an unknown source
wavelet. Based on assumption 4, autocorrelation of the
input seismogramirather than that of the secismic wavelet
is used to desigq” the deconvolution operator. The resuft
of using the trace rather than the wavelet autocorrelation
is shown in Figure 2-38. Deconvolution recovers the
gross aspects of the spike series, trace a. However, note
that the deconvolved traces have spurious small-ampli-
tude spikes trailing each of the real spikes. We see that
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FIG. 2-35. (a) Impulse response. (b) seismogram with noise. (¢) deconvolution assuming an unknown, mixed-phase
source wavelet. Impulse response (a) is based on the sonic log of Figure 2-8a. In the presence of random noise {in vi-
olation of assumption 3). spiking deconvolution can produce a result with no refation to the earth’s reflectivity
[compare (a) to {(c).}
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F1G. 2-36. Test of operator length for a single, isolated input wavelet, where n = operator length. « = prediction
lag. and & = percent prewhitening. (a) Impulse response. (b} seismogram with minimum-phase source wavelet.



116 Seismic Data Processing

Amplitude Spectra

n (ms) a=2ms, £=0°A7'|
I B
}192? Ao . Lt |
1128§ Ao . Ll

?94 SRS B . L —

144 S e Lo

%20 A P o l,'lyw,‘r

@ | . 1;15”

s 0.2 0.4 0.6 0.8

Autocorrelograms

‘ T T

O
L ol

R

\
|
A A mmaApA - Ak A;‘t | ‘ —

P I
0.2 0.4 Hz 100 200

FI1G. 2-37. Test of operator length where n = operator length, o = prediction lag, and ¢ = percent prewhitening. (a)
Impulse response, (b) seismogram with known. minimum-phase source wavelet.

increasing operator length does not indefinitely improve
the results: on the contrary, more and more spurious
spikes are introduced. Very short operators produce the
same type of noise spikes as in Figures 2-36 and 2-37.
Examine the series of deconvolution tests in Figure 2-38
and note that the 94-ms operator does the best job.
Compare the autocorrelogram of trace b in Figure 2-38
with that of trace b in Figure 2-36. Note that only the first
100 ms represent the autocorrelation of the source wave-
let. This explains why the 94-ms operator worked best;
that is, the autocorrelation lags (Figure 2-38, trace b)
heyond 94 ms do not represent the seismic wavelel.

Consider the seismogram in Figure 2-39. where the
wavelet is assumed to be unknown. Deconvolution has
restored the spikes that correspond to major reflections
in the impulse response, trace b, with some success. The
64-ms operator is a good choice.

The mixed-phase wavelet in Figure 2-40 shows what can
happen when assumption 5 is violated. The wavelet in
Figure 2-36 is the minimum-phase equivalent of the
mixed-phase wavelet in Figure 2-40. Both wavelets have
the same autocorrelograms and amplitude spectra.
Hence, the deconvolution operators for both wavelets
are identical. Because the minimum-phase assumption
was violated. deconvolution dogs not convert the mixed-
phase wavelet to a perfect spike. Instead. the decon-
vatved autput is ¢ complicated high-tfrequency wavelet.
Also note that the dominant peak in the output is nega-
vve. while the impulse response has a positive spike.
This Qulerence wn sign can happen when a mixed-phase
wavelet 15 deconvolved. Increasing the operator leagth
further whitens the spectrum: however, the 128-ms oper-
ator yields a result that cannot be improved further by
fonger operators.

The seismogram obtained from the mixed-phase wavelet
and the spurse-spike series (used in the preceding figures)

is shown in Figure 2-41, The 94-ms operator gives the
best result. This also is the case in Figure 2-42, where
both assumptions 4 and 5 are violated. The situation with
the seismogram in Figure 2-43 is not so good. The spikes
that correspond to major reflections in the impulse re-
sponse were restored; however, there are some timing
errors and polarity reversals. (Compare these results with
those in Figure 2-39 for the events between 0.2 and 0.3 s
and 0.6 and 0.7 s.) The 64-ms operator gives an output
that cannot be improved by longer operators.

What kind of operator length should be used for spiking
deconvolution? To select an operator length, ideally we
want to use the autocorrelation of the unknown seismic
wavelet. Fortunately. the autocorrelation of the input
seismogram has the characteristics of the wavelet auto-
correlation (assumption 4). Therefore, it seems appropri-
ate that we should use the part of the autocorrelation
obtained from the input seismogram that should most
resemble the autocorrelation of the unknown seismic
wavelet. That part is the first transient zone in the
autocorrelation. as seen by comparing the autocorrela-
tions of trace b in Figure 2-36 and trace c in Figure 2-39.
The autocorrelations of trace b in Figure 2-40 and trace ¢
in Figure 2-43 suggest the same principle.

2.7.2 Prediction Lag

Sofar. we have learned that predictive deconvolution has
1wo uses: (a) spiking deconvolution, the case of unit
prediction lag. and (b) predicting the input seismogram at
a future time defined by the prediction fag. Case (b) is
used to predict and suppress multiples. The eftect of the
prediction lag parameter now is examined {from an inter-
pretive point of view. Consider the single, isolated mini-
mum-phase wavelet in Figure 2-44. Here, operator length
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and percent prewhitening are kept constant. while predic-
tion lag is varied. When prediction lag is equal to the
sampling rate, then the result is equivalent to spiking
deconvolution. Predictive deconvolution using a predic-
tion lag greater than unity vields a wavelet of finite
duration instead of a spike. Given an input wavelet of
a+n samples, predictive deconvolution using prediction
filter with length # and prediction lag a converts this
wavelet into another wavelet that is « samples long. The
first a lags of the autocorrelation are preserved, while the
next n lags are zeroed out. Additionally, the amplitude
spectrum of the output increasingly resembles that of the

input wavelet as prediction lag is increasced (Figure 2-44).
At a4 94-ms prediction lag, predictive deconvolution does
nothing to the input wavelet because almost all the lags of
its autocorrelation have been left untouched. This exper:-
ment has an important practical implication: Under the
ideal, noise-free conditions. resolution on the output
from predictive deconvolution can be controlled by ad-
justing the prediction lag. Unit prediction lag implies the
highest resolution, white a larger prediction lag implies
less than full resolution. However, in reality, these
assessments are dictated by the signal-to-noise ratio. The
deconvolved output using a unit prediction lag contains
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high frequencies: nevertheless. resolution may be de-
graded if the high-frequency energy (s mostly noise, not
signad.

n Figure 2-44, prediction dags of 8 and 22 ms correspond
ta the Geet aad second rera crossings on autocarrelation
of ¢he npus wavelet, respectively. The first zero crossing
produces a spike with some width. while the second zero
crossing lag produces a wavelet with a positive and
negative lobe.

The refationship between prediction fag and whitening
also holds for the sparse-spike series in Figure 2-45 and
when the input wavelet is unknown (Figure 2-46). The

effect of prediction lag on the output from predictive
deconvolution of a synthetic seismogram, which was
obtained from the sonic log (Figure 2-8a), 1s demonstrat-
cd in Figures 2-47 and 2-48. As the prediction lag in-
creases. the ouiput spectrum becomes increasingly less
broadband. Predictive deconvolution of seismograms
constructed from the mixed-phase wavelet again demon-
strates that output resolution can be controlled by adjust-
ing prediction lag (Figures 2-49 through 2-53).

If prediction lag is increased, then the output amplitude
spectrum becomes increasingly band-limited. The output
also can be band-limited by applying a band-pass filter on
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FI1G. 2-47. Test of prediction lag where 1 = operator length, o = prediction lag. and & = percent prewhitening. (a)
Reflectivity, (b) impulse response. (¢) seismogram with known minimum-phase source wavelet.

the spiking deconvolution output. Are these two ways of
band-limiting equivalent? Refer to the results from both
the minimum-and mixed-phase wavelets in Figures 2-44
and 2-49, respectively. Note that the output of the 22-ms
prediction lag has an amplitude spectrum that is band-
limited to approximately 0 to 100 Hz. However. the
spectral shape within this bandwidth is not a boxcar, but
rather similar to that of the input wavelet. The boxcar
shape would be the case if a band-pass filter (0 to 100 Hz)
were applied on the output of the spiking deconvolution
(2-ms prediction lag). Hence. spiking deconvolution fol-
lowed by band-pass filtering is not equivalent to predic-

tive deconvolution with a prediction lag greater than
unity.

In conclusion. if prediction lag is increased, the output
from predictive deconvolution becomes less spiky. This
effect can be used to our advantage, since it allows the
bandwidth of deconvolved output to be controlled by
adjusting prediction lag. The application of spiking de-
convolution to field data is not always desirable, since it
boosts high-frequency noise in the data. The most promi-
nent effect of the nonunity prediction lag is suppression
of the high-frequency end of the spectrum and preserva-
tion of the overall spectral shape of the input data. This
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FIG. 2-53. Test of prediction lag where n = operator length, « = prediction lug, and e = percent prewhitening. (a)

Reflectivity, (

effect is seen 1 Figures 2-48 and 2-53, which correspond
ta the minumum-and mixed-phase seismic wavelets. If
prediction tag is iacreased further, then the low-frequen-
ey end of the spectrum is affected as well, making the
puipyt more band-hmied.

2.7.3 Percent Prewhitening

The reasoas for prewhitening were discussed in Section
2.6.2. Consider the single, isolated minimum-phase

(b) impulse response, (¢) seismogram with unl\nown mixed-phase source wavelet

wavelet in Figure 2-54. Keep the operator length and
prediction lag constant and vary the percent prewhiten-
ing. Note that the effect of varying prewhitening is similar
to that of varying the prediction lag: that is, the spectrum
increasingly becomes less broadband as the percent
prewhitening is increased. Compare Figure 2-44 with
Figure 2-34. Note that prewhitening narrows the spec-
trum without changing much of the flatness character,
while larger prediction lag narrows the spectrum and
alters its shape, making it look more like the spectrum of
the input seismic wavelet. These characteristics also can
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= operator length, a = prediciton lag, and ¢ = percent

prewhitening. (a) Impulse response. (b) seismogram w1[h known. minimum-phase source wavelet.

be inferred from the shapes of the ocutput wavelets.
Prewhitening preserves the spiky character of the output,
afthough it adds a low-amplitude, high-frequency tail
(Figure 2-54). On the other hand, increasing prediction
lag produces a wavelet with a duration equal to the
prediction lag (Figure 2-44).

The effect of prewhitening on the sparse-spike train
seismogram with a known and unknown minimum-phase
wavelet is shown in Figures 2-55 and 2-56, respectively.
The effect of prewhitening on deconvolution of the syn-
thetic seismogram obtained from the sonic log (Figure 2-

®a) is shown in Figures 2-37 and 2-58 for known and
unknown minimum-phase wavelets. Prewhitening tests
using the mixed-phase wavelet are shown in Figure 2-59.
Finally. the combined effects of a prediction lag that is
greater than unity and prewhitening for the single, isolat-
ed wavelet are shown in Figure 2-60. These figures
demonstrate that prewhitening narrows the output spec-
trum, making it band-limited. In particular, the tests in
Figures 2-34 and 2-59 using the single, isolated minimum-
and mixed-phase wavelets suggest that spiking deconvo-
lution with some prewhitening is somewhat equivalent to
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FIG. 2-60. Test of percent prewhitening for a single. isolated input wavelet where » = operator length, a =
prediction lag, and & = percent prewhitening. (a) Impulse response, (b) seismogram with minimum-phase source

wavelet.

spiking deconvolution without prewhitening followed by
post-deconvolution broad band-pass filtering. However,
this is not exactly true, for prewhitening still leaves some

relatively suppressed energy at the high-frequency end of

the spectrum. From Figure 2-60, we infer that predictive
deconvolution with a prediction lag greater than unity
and with some prewhitening yields a result somewhat
equivalent to a spiking deconvolution followed by band-
pass filtering.

In conclusion, we can say that prewhitening vields a
band-limited output. However, the effect s less control-
jable when compared to varying the prediction lag. By
varying prediction lag. we have some idea of the output
bandwidth, since it is related to prediction lag. The
smaller the prediction lag. the broader the output band-
width. Prewhitening is used only to ensure that numerical
instability in solving the Toeplitz matrix is avoided. In
practice, typically 0.1 to [ percent prewhitening is stan-
dard.

2.7.4 Effect of Random Noise on Deconvolution

We assume that the noise component in the recorded
seismogram is zero {assumption 3). The autocorrelation
 of ideal random noise is zero at all lags except the zero lag
(Figure 2-123. Therefare, the effect of random noise on
deconvolution operators should be somewhat similar to
the effect of prewhitening. Both effects modify the diago-
nat of the autocorrelation matrix. making it more domi-
aaat lequaans (2.227. However, the noise component
also shightly modifies the nonzero lags of the autocorrela-
tion. Compare the autocorrelograms of traces b in Fig-
wres 2-54 and 2-6{. {n Figure 2-54, an isolated minimum-
prase waveler was considered, whie i Figure 2-61.

random noise was added to the same wavelet. The output
wavelet shape from spiking deconvolution of the noisy
wavelet using a 128-ms operator is similar to the output
from spiking deconvolution of the wavelet without noise,
using the same operator length but with, say, 20 percent
prewhitening. This result has practical importance: Pre-
whitening is equivalent to adding perfect random noise to
the system. Since random noise usually is in the system,
only a minute amount, say 0.1 percent, of the white noise
needs to be added to the seismogram for numerical
stability.

The effect of random noise on the performance of decon-
volution is examined further in Figures 2-62 and 2-63.
These results should be compared with their noiseless
counterparts in Figures 2-39 and 2-43, respectively. Ob-
serve that the noise component has a harmful effect on
deconvolution. For example, when comparing Figures 2-
39 and 2-62. note that the deconvolution result from the
noisy seismogram has spurious spikes (e.g., between 0.5
and 0.6 s), which could be interpreted as genuine reflec-
tions. Noisy field data, which yield better stack when not
treated by deconvolution. have been noted. Only by
testing can we determine whether deconvolution per-
forms satisfactorily on data with a severe noise problem.

2.7.5 Multiple Suppression

We have learned that a prediction filter predicts periodic
events, like multiples, in the seismogram. The prediction
error filter vields the unpredictable component of the
seismogram; i.¢., the reflectivity series. For example,
consider the simple case of water-bottom multiples. If the
reflection coefficient of the water bottom 1s ¢, and if
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water depth is equivalent to a two-way time ¢, . then the
time series is:
1,0,...,0, —¢,,,0,...,0,¢2,0,...,0, —¢, --)

as shown in Figure 2-64, traces b and ¢. The separation
between the spikes is ¢, in trace b, Note that the
periodicity in the time series (trace b or ¢) manifests itself
in the amplitude spectrum as periodic peaks (or notches).
The greater the spike separation in time, the closer the
peaks (or notches) in the amplitude spectrum.

operator length, o

The noise-free convolutional mode! for the seismogram
that contains the water-bottom multiples can be written
as:

x(t) = w(t) * m(t) * (1), (2.30)
where m(r) represents the water-layer reverberation
spike train (Figure 2-64, trace b), and e(7) now represents
the earth’s impulse response excluding multiples associ-
ated with the water bottom. Predictive deconvolution can
suppress this periodic component in the seismogram as
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FIG. 2-64. (a) Reflectivity, (b) impulse response, (¢) seismogram. Two-step deconvolution aimed at suppressing the

multiple wave train, then spiking the remaining primary wavelet (d) to (e).

The process can be performed in the

reverse order () to (g). Here, n = operator length and a = prediction lag.

demonstrated by trace d. Note the two distinct goals for
predictive deconvolution: (a) spiking the seismic wavelet
wi?), and (b) predicting and suppressing multiples m(1).
The first goal is achieved using an operator with unit
prediction fag, while the second s achieved using an
operator with a prediction lag greater than unity. The
autocorrelation of the input trace can be used to deter-
mine the appropriate prediction lag for multiple suppres-
sion. Periodicity due 1o multiples is evident in the avto-
carrelogram of trace ¢ in Figure 2-64, as an isolated sertes

of energy packets in the neighborhood of 0.2 and 0.4 s.
Prediction lag should be chosen to bypass the first part of
the autocorrelogram that represents the seismic wavelet.
Operator length should be chosen to include the first
isolated energy packet in the autocorrelogram. After
applying predictive deconvolution, we are left with only
the water-bottom primary reflection. Isolated bursts in
the autocorrelogram have been suppressed, while period-
ic peaks in the amplitude spectrum have been eliminated
(trace d). If desired, the basic wavelet can be compressed
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FIG. 2-65. Predictive deconvolution for multiple suppression. (a) Reflectivity. (b) impulse response, (C) selsmo-
gram. Two-step deconvolution: Predictive deconvolution (d) followed by spiking deconvolution (e). Traces (f). (g),
and (h) result when single-step deconvolution is applied to the input trace (¢}, using the operator lengths # and

prediction lags «, as indicated.

into a spike (trace e) by applying spiking deconvolution to
the output of the predictive deconvolution (trace d). The
sequence can be interchanged by first applying spiking
deconvolution (trace f) followed by predictive deconvolu-
tion (trace g).

By using a sufficiently long spiking deconvolution opera-
tor, two goals are achieved in one step as scen in trace h.
However, this approach can be dangerous if genuine
reflections are unintentionally suppressed. This is the
case in Figure 2-65. Here, the water-bottom reflection is
followed by a deeper event at about 0.28 s (trace a). The
impulse response contains water-bottom multiples and
the peg-leg multiples that are due to the deeper reflector
(trace b). The amplitude spectrum has peaks that come in
pairs. indicating the presence of two different periodic
components in the seismogram. Careful choice of predic-
tive deconvolution parameters yields a trace with only
the wavelets associated with the water bottom and deep
reflector (trace d). This is followed by a spiking deconvo-
lution that yields two spikes representative of the water
bottom and deep primary {(trace e). Spiking deconvolu-
tion alone produces the reflection coefficient series and
the spikes that represent the multiples (trace 0. If a
longer spiking deconvolution operator is used, then the
primary reflection easily can be eliminated (trace g). If a
predictive deconvolution operator is used with an im-
proper parameter choice, then again the primary reflec-
tion easily can be eliminated (irace h).

How can we ensure that no primaries are destroyed by
deconvolution? Examine the autocorrelogram of trace ¢
in Figure 2-65. The first 50 ms represent the seismic
wavelet. This is followed by a burst between 50 to 170 ms
that represents correlation of the water bottom and

primary. The isolated burst between 170 to 340 ms
represents the actual multiple series (both the peg-legs
and water-bottom multiples). The prediction lag must be
chosen to bypass the first part of the autocorrelogram,
which represents the seismic wavelet and possible corre-
lation between the primaries. Operator length must be
chosen to include the first isolated burst, in this case
between 170 to 340 ms.

It is only with vertical incidence and zero-offset record-
ing that periodicity of the multiples is preserved. There-
fore. predictive deconvolution aimed at multiple suppres-
sion may not be entirely effective when applied to
nonzero-offset data, such as common-shot or common-
midpoint data. Predictive deconvolution sometimes is
applied to CMP stacked data in an eftort to suppress
multiples. The performance of such an approach can be
unsatisfactory, because the amplitude relationships be-
tween multiples often are grossly altered by the stacking
process. primarily because of velocity differences be-
tween primaries and multiples. Also, geometric spreading
compensation by using primary velocity function ad-
versely affects the amplitudes of multiples on nonzero-
offset data. There is one domain in which the periodicity
and amplitudes of multiples are preserved. This is the
slant stack domain. In Section 7.5, the application of
predictive deconvolution to slant stack data for multiple
suppression is discussed.

2.7.6 Field Data Examples

The deconvolution parameters now are examined using
field data examples. Figure 2-66 shows a CMP gather that
contains five prominent reflections at around 1.1, 1.35,
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[.85, 2,15, and 3.05 <. The gather also contains strong
reverberations associated with these reflections. In Fig
ures 2-66 through 2-69 and Figures 2-75 and 2-76. the
input CMP gather was 6 s long; only the first 4 s ot the
results are displayed. The examination of the deconvolu-
tion parameters will begin with an analysis of the time
gate to estimate the autocorrelation function. A first gate
selected may be the entire length (6 s) of the record us
seen in panet a. The solid hines on the CMP gathers refor

to the gate start and end times. The autocorrelogram of

the record is shown at the bottom of ecach panel. A
second choice might be to exclude the deeper part of the
record where ambient noise dominates. The start of the
gate 1s chosen as the first arrival path {panel b). A third
choice may be to exclude not only the deeper portion. bui
also the early part of the record that contains eneriy
corresponding to the guided waves (panel ¢). Thesc
waves travel within the water layer and are not part of the
signal reflected from the substrata.

By comparing the antocorrelograms from these differen:
windows, note that the third choice best represents the

reverberatory character of the data (panel ¢) over most ol

the offsets. Alf of the traces in the autocorrelogram within
approximately the first 150 ms have a common appear
ance. This early portion of the autocorrelogram charac.
terizes the basic seismic wavelet contained in the data. In
general. the autocorrelation window should include the
part of the record that contains usctul reflection signal
and should exclude coherent or incoherent noise. An
autocorrelation function contaminated by noise 15 unde
sirable since the deconvolution process is most effective
on noise-free data (assumption 3).

Another aspect of the autocorrelation window is fength
Figure 2-66, panel d. shows the autocorrelogram estimal
ed from a narrow window. The autocorrelogram estimat
ed from the narrower part of the time gate (the right side
of the record) in some data cases may lack the character
istics of the reverberations and basic seismic wavelet. {n
general, any autocorrelation function is biased: that s
the first lag value is computed from. say. n nonzeru
samples, the second lag value is computed from n — |
nonzero samples, and so on. If nis not lurge enough, then
there can be an undesirable biasing effect. How larec
should the data window be to avoid such brasing? If the
largest autocorrelation lag used in designing the deconvioe
lution operator were 1, an accepted rule of thumb is tha
the number of data samples should be no fess than A

Now that the autocorrelation window s determined., we
examine operator tength. In Figure 2-67. prediction lag (4
ms. the same as the sampling rate) and percent prewhil
ening (0.1 percent) are fixed. The autocorretograms (i
the bottom of each gather) are displaved for diagnosiic
purposes. From the analyses of the single spike. sparse
spike, and reflectivity models, the short (40-msy operaton
feaves some residual encrgy that corresponds to the basic
wavelet and reverberating wave train in the record. Fov e
spiking deconvolution with a 60-ms-long operator. no
remnant of the energy 1s associated with the basic wave:
le¢ and reverberations. Any operator longer than [60 my
does not change the result significantly. From the outpu
of the $60-ms operator. note that the prominent refles
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FIG. 2-66. An autocorrelation window test used to design
deconvolution operators. The solid bars indicate the window
boundaries. The entire 6-5 length was included in a. The
autocorrelograms are displayed beneath the records.

tions (at b1 135 185, and 2.15 s at the near offsct) have
been uncovered, the seismic wavelet has been com-
pressed, and The reverberations have been significantly
suppressed.

The effect of prediction lag now is examined. In Figure
2-68. the 160-ms operator length and 0.1 percent prewhit-
ening are fixed, while prediction lag is varied. If predic-
tion lug were increased. then the deconvolution process
would be nereasingly less effective in broadening the
spectrum. and the autocorrelograms contain increasingly
more energy al nonzero lugs. In the extreme, the decon-
volution pracess s ineffective for a 128-ms prediction lag.
In practice. common values for the prediction lag are
unity (spiking deconvolution) or the first or second zero
crossing of the autocorrelation function (predictive de-
convolution).

Finally . the percent prewhitening is varied. while the 4-
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FIG. 2-67. Test of operator length. The corresponding
autocorrelogram is beneath each record. The window used
In autocorrelation estimation is shown in Figure 2-66c. (a)
Input gather. Deconvolution using prediction lag = 4 ms
(spiking deconvolution), 0.1 percent prewhitening, and pre-
diction filter operator lengths (b) 40 ms, (c) 80 ms, (d) 160
ms, (e) 240 ms.

ms prediction lag and 160-ms operator length are fixed.
These tests are shown in Figure 2-69. By increasing the
percent prewhitening, the deconvolution process be-
comes less effective. The high end of the spectrum is not
flattened as much as the rest of the spectrum (Figure 2-
54). Note that the autocorrelograms contain increasingly
more energy at nonzero lags with increasing percent
prewhitening. In practice, it is not advisable to assign a
large percent of prewhitening. Typically, a value between
0.1 and 1 percent is sufficient to ensure stability in
designing the deconvolution operator.

Nonstationarity was discussed in Sections 1.5 and 2.2.
The time-variant character of the seismic wavelet (Figure
2-9) often requires a multiwindow deconvolution. Figure
2-70 is a field record that was deconvolved by using three
time gates. The autocorrelograms from gates 1, 2, and 3
are shown in Figure 2-71. Note the difference in character

of the reverberatory energy from one gate to another.
The shallow gate (1) has more high-frequency signal than
the middle gate (2); while the middle gate has more high-
frequency signal than the deeper gate (3). For best
results, we must design different deconvolution operators
from different parts of the record and apply them to the
corresponding time gates. Three windows usually are
sufficient to handle the nonstationary character of the
seismic signal. Another example of single-and multi-
window deconvolution is shown in Figures 2-72 and 2-73.
Here, autocorrelograms from different gates do not show
significant variations. Therefore, it probably does not
make any difference whether a single or multigate decon-
volution is used. (Compare the outputs from both tests.)
In these figures, the record is shown after deconvolution
followed by a wide band-pass filter application. Since the
amplitude spectrum of the input data is flattened as a
result of spiking deconvolution, both the high-frequency
ambient noise as much as the high-frequency components
of the signal are boosted. Therefore, the output of spiking
deconvolution often is filtered with a wide band-pass
operator.

The data sometimes must be preconditioned for decon-
volution. If the data were too noisy, then a wide band-
pass filter could be necessary before deconvolution. If
there is significant coherent noise in the data, dip filtering
(as discussed in Sections 1.6.2 and 7.4) can be applied
before deconvolution so that coherent noise is not includ-
ed in the autocorrelation estimate.

Poststack deconvolution often is considered for several
reasons. First, a residual wavelet almost always is pres-
ent on the stacked section. This is because none of the
underlying assumptions for deconvolution is completely
met in real data; therefore, deconvolution never can
completely compress the basic wavelet contained in
prestack data to a spike. Second, since a CMP stack is an
approximation to the zero-offset section, predictive de-
convolution aimed at removing multiples may be a viable
process after stack. Figure 2-74 is an example of post-
stack deconvolution. After deconvolution, the wavelet is
compressed further and the marker horizons are better
characterized.

Finally, Figure 2-75 shows an example of signature
deconvolution. In marine seismic exploration, the far-
field signature of the source array can be recorded. The
idea is to apply a deterministic deconvolution to remove
the source signature, then to apply predictive deconvolu-
tion. The convolutional model is given by

x(2) = s(2) * w(z) * e(), (2.31)

where s(t) is the source signature recorded in the far-field
just before it travels down into the earth, which has an
impulse response e(z). Since s(t) is recorded, an inverse
filter can be deterministically designed, as discussed in
Section 2.4, then applied to the recorded seismogram to
remove s(¢) from equation (2.31). The unknown wavelet
w(t) includes the propagating effects in the earth and the
response of the recording system. This remaining wavelet
then is removed by the statistical method of spiking

(text continued on page 139)
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(a) (b) (c) (d) (e)

FIG. 2-68. Test of prediction lag. The corresponding auto-
.correlogram is beneath each record. The window used in
autocorrelation estimation is shown in Figure 2-66¢c. (a)
Input gather. Deconvolution using prediction filter operator
length = 160 ms, 0.1 percent prewhitening, and prediction
lags (b) 12 ms, (¢) 32 ms, (d) 64 ms, (e¢) 128 ms.

® © @ (o

FIG. 2-69. Test of percent prewhitening. The corresponding
autocorrelogram is beneath each record. The window used
in autocorrelation estimation is shown in Figure 2-66c. (a)
Input gather. Deconvolution using prediction filter operator
length = 160 ms, prediction lag = 4 ms (spiking deconvolu-
tion), and percent prewhitening (b) 1, (c) 4, (d) 16, (e) 32.
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FIG. 2-70. Three-window deconvolution. The solid bars indicate window boundaries. With data from each window,
a deconvolution operator is designed and applied to the data in that window. The operators are blended across the
window boundaries. (a) Input gather. Deconvolution using operator length = 160 ms and prediction lags (b) 4 ms,
(c) 12 ms, (d) 32 ms.
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i i
i

FIG. 2-71. Autocorrelograms associated with the records shown in Figure 2-70. Note the difference in character
between windows 1, 2, and 3 (from top to bottom in the leftmost panel). Windows are indicated in Figure 2-70a.
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(b)

FIG. 2-72. Spiking deconvolution (c) on a shot record (a) followed by band-pass
filtering (d). (b) Autocorrelograms before and after deconvolution.
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FIG. 2-73. Three-window deconvolution on the same shot record as in Figure
2-72. In this case, there is no significant difference between the characters of
the autocorrelograms estimated from three windows. (a) Input gather, (b) auto
correlograms before and after spiking deconvolution, (c) three-window spiking
deconvolution on (a), (d) band-pass filtering on (c).

(c)

FIG. 2-74. Deconvolution after stack. The bottom frames are the autocorrelograms of the sections above. (a) CMP
stack with no deconvolution, (b) spiking deconvolution after stack, followed by band-pass filtering (c).
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FIG. 2-75. Signature processing. A shaping filter is designed
to convert the recording signature [s(z) in equation (2.31)] to
Its minimum-phase equivalent and apply it to the input
record (a). Note that the output (b) has the same bandwidth
as the input (a). The output (b) then has been processed by
predictive deconvolution using operator length = 160 ms.
and prediction lags (c) 4 ms (spiking deconvolution). (d) 12
ms. (e) 32 ms.

deconvolution as discussed in Section 2.6. If equation
(2.31) were compared to equation (2.2), we would see
that the old w(r) of equation (2.2) would be split into two
parts; i.e., the source signature s(z), which is the known
component, and the new w(z), which is the unknown
component.

There are two ways to handle s(z). One way is to convert
it to its minimum-phase equivalent followed by predictive
deconvolution (Figure 2-75). Another way is to convert
s(t) into a spike followed by predictive deconvolution
(Figure 2-76). The results shown in Figures 2-75 and 2-76
(center panels) should be compared with Figure 2-67d.
Since the source was not minimum-phase in this case,
Figure 2-75¢ should be better than Figure 2-67d. Is it?

S

FIG. 2-76. Signature processing. A shaping filter is designed
to convert the recorded signature [s(¢) in equation (2.31)] to a
spike and apply it to the input record (a). The output (b) then
has been processed by predictive deconvolution using opera-
tor length = 160 ms and prediction lags (c) 4 ms (spiking
deconvolution), (d) 12 ms. (e) 32 ms. Note that the output
from signature processing (b) does not appear to have white
spectrum; the w(t) component [equation (2.31)] still needs to
be removed.

Results of signature processing depend on the accuracy
of the recorded signature. Figure 2-77 shows a CMP stack
with and without signature processing. Note the differ-
ence between the CMP stack with no deconvolution
(Figure 2-77a) and with spiking deconvolution before
stack (Figure 2-77b). The same data were signature
processed first by converting the measured signature to
its minimum-phase equivalent followed by spiking decon-
volution (Figure 2-77c). When compared with Figure 2-
77b, it can be argued that the reflection continuity in
some places has improved. Note that just converting the
signature to a spike is not sufficient (Figure 2-77d): the
w(t) component still remains to be removed [equation
(2.31)].
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2.7.7 Vibroseis Deconvolution

The vibroseis source is a long-duration sweep signal in
the form of a frequency-modulated sinusoid that is ta-
pered on both ends. Just as a convolutional model was
proposed for the marine seismogram given by equation
(2.31), a similar convolutional model can be proposed for
the vibroseis seismogram:

x(t) = s(t) * w(t) * e(2), (2.32)
where x(2) is the recorded seismogram, s(z) is the sweep
signal, w(t) is the seismic wavelet [with the same meaning
as in equation (2.31)], and e(t) is the earth’s impulse
response. Convolutions in equation (2.32) become multi-
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plications in the frequency domain:

X(0) = S(©)W(0)E(). (2.33)

In terms of amplitude A (w) and phase ¢ (w) spectra,

A, (@) = 4,(0)4,, ()4, (o) (2.34a)

and

9, (0) = ¢,(®0) + ¢, () + ¢, (). (2.34b)

Crosscorrelation of the recorded seismogram x(z) with
the sweep signal s(¢) is equivalent to multiplying equation
(2.34a) by A (w) and subtracting ¢ (w) from equation
(2.34b). The correlated vibroseis seismogram x'(t) there-
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FIG 2-77. A CMP stack (a) with no deconvolution, (b) with spiking deconvolution before stack, (c) with signature
processing (minimum-phase conversion of the measured signature) followed by spiking deconvolution, (d) with
signature processing only (conversion of the signature to a spike).
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fore would have the followig amplitude and phase
spectra:

A'(w) = AL (w)A,, (w)A, {u) 12.335a)
and

¢'(w) = ¢, (1w} + $, {®) {2,330

The inverse Fourier transform of A:te: vields the auto-
correlation of the sweep signal, which s called the
Klauder wavelet A(t). Returning to the time domain,
equations {2.35) vield

X'(t) == k(t)» wir) » e(t). {3 36)

Since it 1s an autocorrelation, the Kilauder wavelet is
zero-phase. Convolution ol wf¢) with the assumingly
minimum-phase wavelet w(i; vields a mined-phise wave-
let. Because spiking deconvolution is based on the mini-
mum-phase assumption. it cannotl properly recover e(t)
from vibroseis data.

One approach to deconvolution of wibwoseis data is to
apply a zero-phase inverse filter o remove &) followed
by & minimum-phase deconvolution o remove wit), The
amplitude spectrum of the inverse filter is defined as 1/4°
{w). In practice, problems avise because of zeroes in the
spectrum that are caused by the hand-limited nature of
the Klauder wavelet. Inversion of an amplitude spec-
trum, which has zeroes, vields an unstable eperator. To
circumvent this problem. a small percent of white noise,
sity 0.1 percent. usually s added betore inverting the
Klauder wavelet spectrum.

Another approach is to design a filter that converts the
Klauder wavelet 10 its minimum-phase eouivalent (Ris-
tow and Jurczyk, 1975). A way to get the numimum-phase
spectrum from a given amplitude spectrunm is described in
Appendix B.4 and is included in the discussion on
frequency-domain deconvolution. If the Flauder wavelet
were converted to its minimum-phase cquwivalent, then
cquation (2.35h) would take the form:

(2.37}

d'(®) = b, (0) + $, () + b, 1)

If we assume that wie) s menirum-phicse and o we make
K(t) minimum-phase, then the result of their convolution
also 1s minimum-phase. Spiking deconvolution now is
applicable since the minimum-phase assumption is satis-
fied. There is a 90-degree phase difference in some
vibrator systems between the control sweep signal and
the baseplate response. As an oplion. wi may wanl to
subtract out this phase difference. Figure 2278 shows the
recommended sequence of operations for vibroseis proc-
CSSing.,

Figure 2-79 shows how the Howchart in Figure 2-78 is
used with a synthetic reflectivity series. By including the
step to convert the Klauder wavelet imie s munimum-
phase equivalent before spiking deconvolution. a closer
representation of the impulse response s produced (com-
pare steps k and | with m).

Although sound in theory, the above scheme may have
problems in practice. Fundamental issues. such as
whether the convolutional mode! given in equation (2.32)
readly represents what goes on in the carth, arc not
resolved. Vibroseis data often are deconvolved as dvna-
mite data, without converting the Klaudey wavelet o its
rnmimum-phase equivalent. An example of deconvolu-
Hom ol a correlated vibrosels record is shown in Figure
280 In this example, spiking deconvolution by itself s
not effective mimproving temporal resolution,

Despite the fact that the basic minimum-phase assump-
tion s violated for vibrosers data as compared to explo-
sive data, spiking deconvolution without conversion of
the Klaader wavelet to its minimum-phase equivalent
seerns 1o work for most field data. Figures 2-R1 and 2-82
wre examples of vibroseis data before and after spiking
duconvelution, respectively. Prominent reflections after
deconvolution were enhanced and reverberations were
signtficantly  suppressed. Nonetheless, the problem of
eving vibrator lines 1o lines recorded with other sources.
sy dynamite, s more difficult if the vibrator data have
not been phase-corrected. Field systems now ¢xist to do
minimuni-phase vibroseis correlation in the field.

2.8 THE PROBLEM OF NONSTATIONARITY

Figure 2-83 shows o CMP gather and its filtered versions
hitore deconvolution. The filter scans show that there is
signal between 10 to 40 Hz, Note that higher frequencics
are conhined to the shallower part of the gather, The same
field record after spiking deconvolution s shown in
Figure 2-84. Filter scans of the deconvolved record also
are shown in this figure. A comparison of the records
bizlore and after deconvolution demonstrates the effects
o the process: in particular, compression ot the wavelet
und broudening of the spectrum. The input signal level
above 40 Hz is relatively weaker than that below 40 Hz.
However, deconvolution has attempted to reduce the
differences between the signal levels withan different
frequency bands by flattening the spectrum. The flatten-
ing was more effective in the shallow part of the record
than in the deeper part. We know that the effective
source wavelet s not stationary. Attenuation of the
higher frequencies increases as the wavelet wavels into
thie subsurface. Although a muitiwindow deconvolution
process was used in this case, spectral Aattening was not
wehieved over the entire length of the record because of
the large degree of nonstationarity of the data.

Nonstattonarity is primarily the resuft of the effects of
wavelront divergence and frequency attenuation. The
ustnl “approach to reduce nonstationarity s to apply
processes designed to compensate for the above effects
before deconvolution. Wavelront divergence is corrected
by applying a geometric spreading function (Section 1.5).
Ax yet, a method to compensate for attenuation has not
been discussed. Attenuation is measured by a quantity
called the quality factor Q. An infimite (0 means that there
v no attenuation. This factor can change in depth and in
the lateral direction. If we had an analytic form for an

{Text continued on page 147)
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Field Data Sweep Signal ————

Crosscorrelation +—————

Y
Correlated Trace

. te th
[Equation (2.36)] AE(tjt;?:g:'reelatign

(Klauder Wavelet)

Compute the
Power Spectrum

Spiking Deconvolution Compute the
{ minimum-phase spectrum.

Subtract constant-90-degree

phase (optional).

Set the amplitude spectrum

to unity.
{You now have an all-pass
pure phase-shift operator.)

F1G. 2-78. A flowchart for vibroseis deconvoluton,
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FIG. 2-80. Deconvolution of a vibroseis record. Three windows were used. (a) Correlated vibroseis record and its
autocorrelograms (b). (d) spiking deconvolution output and its autocorrelograms (c).
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FIG. 2-81. Common-shot gathers with no deconvolution (vibroseis source). Geometric spreading correction and
trace balancing have been applied.

FI1G. 2-8

[89]

. Spiking deconvolution applied to vibroseis data from Figure 2-81.
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FIG. 2-84. Spiking deconvolution applied to the field record in Figure 2-83 (leftmost panel). followed by application
of a series of band-pass filters.
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FIG. 2-87. CMP gathers with no deconvolution.
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Figures 2-
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Input Trace

Compute Autocorrelation

|

Compute the minimum-phase

spiking deconvolution operator
using Wiener-Levinson

Fourier Transform

i
‘ i
Amplitude Phase
Spectrum Spectrum
(Set to zero if zero-phase
deconvolution is desired.)
Y
Multiply — " |nverse = - Add
/ Fourier
Transform
to get
output
Amplitude trace. Phase
Spectrum Spectrum

T !

FIG. 2-90. A flowchart for a frequency-domain deconvolu-
tion.

Although the domains of operations may differ, both
minimum-phase frequency-domain and Wiener-Levinson
deconvolution techniques should vield equivalent results.
Differences between the results shown in Figures 2-88
and 2-91 mainly are due to their computational aspects.

The zero-phase frequency-domain deconvolution aimed
at achieving TVSW requires partitioning the input seis-
mogram into small time gates, as well as designing and
applying the process described in Figure 2-90 to each
gate, individually. Figure 2-92 shows the field records
after zero-phase frequency-domain deconvolution. The
output is comparable to the TVSW output shown in
Figure 2-89.

Throughout the development of deconvolution, several
alternatives have been proposed to better solve the
deconvolution problem. Still, predictive deconvolution is
used more than the other methods, although the mini-
mum-phase and white reflectivity sequence assumptions
have been key issues of concern. The following formal
processing sequence for deconvolution theoretically
should yield optimum results:

I. Apply the geometric spreading compensation
function vt. This removes the amplitude loss due
to wavefront divergence.

2. Apply an exponential gain or minimum-phase
inverse Q filter (Hale, 1982). This compensates
for frequency attenuation.

3. Optionally apply signature deconvolution to ma-
rine data. For vibroseis data, apply the filter that
converts the Klauder wavelet to its minimum-
phase equivalent.

4. Applysurface-consistentdeconvolution{Appen-

dix B.6). This takes care of the lateral variations

effect on the wavelet because of inhomogeneities

inthe vicinity of sources and receivers. in Step 2,

the vertical variations effect on the wavelet is

handled.

Apply TVSW after stack and before TVF. This

provides further flattening of the spectrum within

the signal bandwidth without affecting phase.
6. Optionally apply predictive deconvolution after

stack to remove short-period reverberations.
Basically, the idea is to do as much deterministic decon-

volution as possible. Inverse Q, signature deconvolution,
and the filter that converts the Klauder wavelet to its
minimum-phase equivalent are deterministic operators.
Any remaining issues then are handled by statistical
means. However, for most data cases, just doing the
geometric spreading correction followed by predictive
deconvolution is adequate. This is all that is required in
most data cases. The scheme outlined above has not been
in use for long: its usefulness or its practicality stili is
uncertain. The inverse  filter still is a research topic
because of the issues concerning its phase response.

L
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FIG. 2-85. A schematic illustration of rate of decay of
frequencies in a seismic trace (Gibson and Larner, 1982).

attenuation function, then it would be easy to compen-
sate for its effect. Several models for Q have been
proposed. The constant-Q model is quite plausible and
the easiest with which to deal (Kjartannson, 1979).
However, the big problem of estimating Q from seismic
data still remains. This problem recently has been given a
lot of attention and the inverse Q-filter has crept into the
processing flow.

2.8.1 Time-Variant Spectral Whitening

Frequency attenuation and a way tocompensate foritare
illustrated in Figure 2-85. Let us assume that we have an
. input seismogram with amplitudes decaying in time, as
depicted. Now apply a series of narrow band-pass filters
to this trace. Examine the field record in Figure 2-83 and
note that the low-frequency component of trace F; has a
lower decay rate than the moderate-frequency compo-
nent F,,. Likewise, the moderate-frequency component
has a lower decay rate than the high-frequency compo-
nent of the signal F. A series of gain functions, such as
G,, G, G, can be computed to describe the decay rates
for each frequency band. This is done by computing the
envelope of the band-pass filtered traces. The inverses of
these gain functions then are applied to each frequency
band and the results are summed. This is the time-variant
spectral whitening (TVSW) process. The number of filter
bands, the width of each band, and the overall bandwidth
of application of TVSW are parameters that can be
prescribed for a particular application. Figure 2-86 shows
the steps involved in the TVSW process, which can be
thought of as a process that both corrects for attenuation
effects and partially deconvolves the effective source
wavelet.

Figures 2-87 and 2-88 show some field records before and

Input Trace
v v
Band-Pass (F ) (Fm) (Fy)
Filter
Y 1
Compute G, G, G,
Envelope j J
\
Compute (G; )’ (G2)™ (Gs)™
Inverse
J V !
Multiply (FL)* (G )7 (Fm) (G2)"  (Fu):(G3)™
y
Add ' > (+)
Y
TVSW-Applied
Trace

FIG. 2-86. A flowchart for time-variant spectral whitening.

after spiking deconvolution, respectively. Note that this
process not only has compressed the wavelet, but also
has tried to suppress any reverberations in the data. On
the other hand, TVSW mainly has compressed the wave-
let without changing much of the ringy character of the
data (Figure 2-89). Also note that little was done explicit-
ly to the phase. Therefore, the action of TVSW may be
close to a zero-phase deconvolution, although there is no
rigorous theoretical proof of this. In practice, one of the
main differences between TVSW and conventional de-
convolution is that the former seems to be able to do a
better job of flattening the amplitude spectrum. This
difference can be significant for broad-band data with
large dynamic range.

Spectral flattening can be achieved by an alternate ap-
proach in the frequency domain. As discussed in Appen-
dix B.4, minimum-phase spiking deconvolution can be
formulated in the frequency domain. Alternatively, we
can flatten the amplitude spectrum without touching the
phase. This is called zero-phase frequency-domain de-
convolution. When performed over multiple time gates
down the trace, it is essentially equivalent to TVSW. If
we only want to flatten the spectrum, then the approach
shown in Figure 2-90 can be taken.



152 Seismic Data Processing

FIG. 2-91. Minimum-phase frequency-domain deconvolution applied to the CMP gathers in Figure 2-87. Compare

this with Figures 2-88, 2-89, and 2-92.
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EXERCISES
Exercise 2-1. Write the z-transform of wavelet [1,0,(—3)].
Design a three-term inverse filter and apply it to the
original. Hint: The z-transform of the wavelet can be
written as a product of two doublets, [1,(—4%)z] and [1,(3)z].
Exercise 2-2. Consider the following set of wavelets:
Wavelet A: (3,-2,1)
Wavelet B: (1,-2,3)
a. Plot the percent cumulative energy as a function of
time delay. Use Robinson’s energy delay theorem to

determine the minimum-and maximum-phase wavelet.

b. Set up matrix equation (2.21) for each wavelet, com-
pute the spiking deconvolution operators, then apply
them.

c. Let the desired output be (0,0,1,0). Set up matrix
equation (2.20) for each wavelet, compute the shaping
filters, and apply them. Find that the least error occurs
for wavelet A with the zero-delay spike and for wavelet D
with the delayed spike.

Exercise 2-3. Consider wavelet A in Exercise 2-2. Set up
matrix equation (2.22), where € = 0.001, 0.01, 0.1. Note
that € = 0 already is assigned in Exercise 2-2. As the
percent prewhitening increases, the spikiness of the
deconvolution output decreases.

Exercise 2-4. Consider a multiple series associated with a
water bottom with a reflection coefficient c,, and two way
time ¢,. Design an inverse filter to suppress the multi-
ples. [This is called the Backus filter (Backus, 1959)].

Exercise 2-5. Consider the following earth model:

Two-Way Time,

ms
0__ Surface
500 _____ Water Bottom

750 Deep Reflector
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FIG. 2-92. Zero-phase frequency-domain deconvolution a
with Figures 2-88, 2-89, and 2-91.

What prediction lag and operator length should you
choose to suppress:

a. water-bottom multiples, and
b. peg-leg multiples?

Exercise2-6. Referto Figure 2-86. Considerthe following
three bandwidths with TVSW application:

FL: 10 to 30 Hz
FH: 30 to 50 Hz
FM: 50 to 70 Hz

What kind of slopes should you assign to each bandwidth
so that the output trace has an amplitude spectrum that is
unity over the 10 to 70-Hz bandwidth?

Exercise 2-7. If the signal character down the trace
changes rapidly (strong nonstationarity), should you con-
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pplied to the CMP gathers in Figure 2-87. Compare this

sider narrow or broad bandwidths for the filters used in
TVSW?

Exercise 2-8. Consideraminimum-phase waveletand the
following two processes applied to it:

a. Spiking deconvolution followed by 10- to 50-Hz zero-
phase band-pass filtering. b. Shaping filter to convert the
minimum-phase wavelet to a 10- to 50-Hz zero-phase
wavelet. What is the difference between the two outputs?

Exercise 2-9. How would you design a minimum-phase
band-pass filter operator?

Exercise2-10. Consider (a) convolvinga minimum-phase
wavelet with a zero-phase wavelet, (b) adding two mini-
mum-phase wavelets. Are the resulting wavelets mini-
mum-phase?

Exercise 2-11. Consider the sinusoid shown in Figure 1-1
(frame 1) as input to spiking deconvolution. What is the
output?
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3.1 INTRODUCTION

A soniclogrepresents direct measurement of the velocity
with which seismic waves travel in the earth as a function
of depth. Seismic data, on the other hand, provide an
indirect measurement of velocity. Based on these two
types of information, the exploration seismologist derives
a large number of different types of velocity, such as
interval, apparent, average, root-mean-square (rms), in-
stantaneous, phase, group, normal moveout (NMO),
stacking, and migration velocities. However, the velocity
that can reliably be derived from seismic data is the
velocity that yields the best stack. Assuming a layered
media, stacking velocity is related to normal moveout
velocity. This, in turn, is related to rms velocity [equation
(3.4)], from which the average and interval velocities are
derived.

Interval velocity is the average velocity in an interval
between two reflectors. Several factors influence interval
velocity within a rock unit with a certain lithologic
composition:

Pore shape

Pore pressure

. Pore fluid saturation
Confining pressure
Temperature.

SN W

These factors have been investigated extensively under
laboratory conditions. Figure 3-1 shows laboratory mea-
surements of velocity as a function of the confining
pressure in a Bedford limestone sample with pores in the
form of microcracks. The experiment was conducted
using enclosed samples to control the pore fluid pressure
independent of the confining pressure. Both compres-
sional (P) and shear (S) wave velocities increase with
increasing confining pressure. More specifically, velocity
generally increases rapidly with confining pressure at
small confining pressures, then gradually levels off at
high confining pressures ( Figure 3-1). The reason for this
is that as the confining pressure increases, pores close.
However, at a high confining pressure, not much deform-
able pore space is left. Therefore, any further increase
in the confining pressure will not cause a significant
increase in velocity. From Figure 3-1, note that P-wave
velocity is greater than S-wave velocity, regardless of
confining pressure. This is true for any rock type. Final-
ly, from Figure 3-1, we see the effect of fluid saturation in
pores. The saturated rock sample has a higher P-wave
velocity than the dry sample at low confining pressure
(why is that?). At high confining pressures, P-wave
velocity in the dry sample approaches the magnitude of
the P-wave velocity in the saturated sample. Note also
that the P-wave velocity in the saturated sample does not
change as rapidly as in the dry sample. This is because
the fluid is almost as incompressible as the rock. Whether
the pores are filled with fluid or not has little effect on S-
wave velocity, since fluids cannot support shear-wave
propagation.

We now examine velocity as a function of confining

pressure for an enclosed sample of Berea sandstone with
rounded pores (Figure 3-2). Again, note the increase in
velocity with increasing confining pressure. The impor-
tant difference between this sample and the one in Figure
3-1 is the range of magnitude of the velocity. The rock
with microcracks has a higher velocity than the rock with
rounded pores at any given confining pressure. The
reason for this is that it is easier to close the pores formed
as microcracks than it is to close those that are round.

The most prominent factor influencing velocity inarock
of given lithology and porosity probably is confining
pressure. This type of pressure arises from the overbur-
den and increases with depth. It is generally true that
velocity increases with depth. However, because of
factors such as pore pressure, there may be inversion in
the velocity within a layer. Figure 3-3 shows the variation
of velocity with depth for various types of lithology.
Tertiary clastics, which usually are less indurated than
other rocks, occupy the low-velocity end of the graph.
They generally start out with a velocity that ranges from
1.5 to 2.5 km/s at or near the surface, then gradually
increase to from 4.5 to 5.5 km/s at depths greater than 5
km. Carbonates with high porosity occupy the central
portion of the graph, starting at about 3 km/s and increas-
ing to nearly 6 km/s. On the other hand, low-porosity
carbonates have a smaller range of variation in velocity.
If there is not much pore space to close, then the
confining pressure cannot cause much of an increase in
velocity. | :

This chapter discusses ways to estimate velocities from
seismic data. Velocity estimation requires the data re-
corded at nonzero offsets provided by common-midpoint
(CMP) recording. With estimated velocities, we can
correct for nonzero offset and compress the recorded
data volume (in midpoint-offset-time coordinates) to a
stacked section (Figure 1-34).

For a single constant-velocity horizontal layer, the travel-
time curve as a function of offset is a hyperbola (Section
3.2). The time difference between traveltime at a given
offset and at zero offset is called normal moveout (NMO).
The velocity required to correct for normal moveout is
called the normal moveout velocity. For a single horizon-
tal reflector, the NMO velocity is equal to the velocity of
the medium above the reflector. For a dipping reflector,
the NMO velocity is equal to the medium velocity
divided by the cosine of the dip angle. When the dipping
reflector is viewed in three dimensions, then the azimuth
angle (between the dip direction and the profiling direc-
tion) becomes an additional factor. Traveltime as a
function of offset from a series of plane horizontal
isovelocity layers is approximated by a hyperbola. This
approximation is better at small offsets than large offsets.
For short offsets, the NMO velocity for a horizontally
layered earth is equal to the rms velocity down to the
layer boundary under consideration. In a medium com-
posed of layers with arbitrary dips, the traveltime equa-
tion gets complicated. However, in practice, as long as
dips are gentle and spread is small (less than reflector
depth), the hyperbolic assumption still can be made. For
layer boundaries with arbitrary shapes, the hyperbolic
assumption breaks down.
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Velocity (km/s)

0.8 1.6 24

Confining Pressure (kbar)

FIG. 3-1. Change of P- and S-wave velocities as a function of
confining pressure observed in dry and water-saturated
Bedford limestone samples with pores in the form of micro-
cracks. Fluid volume has been kept constant during mea-
surements. Here, S = saturated, D = dry = P-wave
veilgoc;ty, and vg = S-wave velocity. (Adapted from Nur, 1981.)
1981

There is a difference between the NMO and stacking
velocities that often is ignored in practice. The NMO
velocity is based on the small-spread hyperbolic travel-
time (Taner and Koehler, 1969; Al-Chalabi, 1973), while
stacking velocity is based on the hyperbola that best fits
data over the entire spread length. Nevertheless, stacking
velocity and NMO correction velocity generally are
considered equivalent.

Conventional velocity analysisisbased onthe hyperbolic
assumption. Various approaches to velocity analysis are
discussed in Section 3.3. The hyperbolic traveltime equa-
tion is linear in the (> — x?) plane. Zero-offset time and
stacking velocity for a given reflector can be estimated
from the line that best fits the traveltime picks plotted on
the () versus (x?) plane. Another way to estimate the
NMO velocity is to apply different NMO corrections to a
CMP gather using a range of constant velocity values,
then display them side by side. The velocity that best
flattens each event as a function of offset is picked as its
NMO velocity. Alternatively, a small portion of a line can
be stacked with a range of constant velocity values.
These constant-velocity stacks then can be plotted in the
form of a panel, called CVS panel. Stacking velocities
that yield the desired stack then can be picked from the
CVS panel.

Another commonly used velocity analysis technique is
based on computing the velocity spectrum. The idea is to
display some measure of signal coherency on a graph of
velocity versus two-way zero-offset time. The underlying
principle is to compute the signal coherency on the CMP
gather in small time gates that follow a hyperbolic trajec-
tory. Stacking velocities are interpreted from velocity
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Confining Pressure (kbar)

FIG. 3-2. Change of P- and S-wave velocities as a function of
confining pressure observed in Berea sandstone samples
with rounded pores. Fluid volume has been kept constant
during measurements. Here, vp = P-wave velocity and v, = S-
wave velocity. (Adapted from Nur, 1981.)

spectra by choosing the velocity function that produces
the highest coherency at times with significant event
amplitudes.

Occasionally the stacking velocity variation needs to be
determined in detail along a particular reflector. Horizon-
oriented velocity analysis provides the stacking velocity
variation in the lateral direction along a particular horizon
of interest. Various practical aspects of this method also
are discussed based on a real data example.

Reflection traveltimes are not always hyperbolic in hori-
zontally layered media. One reason that traveltime often
deviates from a perfect hyperbola is the presence of static
time shifts caused by near-surface velocity variations.
Statics can severely distort the reflection hyperbola when
there are large surface elevation changes or when the
weathering layer varies horizontally. Residual statics
variations usually remain in the data even after initial
corrections for estimated weathering layer variations and
elevation changes (i.e., field statics) (Section 3.6). There-
fore, corrections for these residual statics normally must
be estimated and applied to CMP gathers before stacking.
Estimation is done after a preliminary NMO correction
using either a regional velocity function or information
from a series of preliminary velocity analyses along the
line. Following the residual statics corrections, velocity
analyses usually are repeated to upgrade the velocity
picks for stacking. Various aspects of residual statics
corrections are discussed in Sections 3.4 and 3.5.

As a final note, the velocities required by stacking and
migration are not necessarily the same. In fact, for data
collected parallel to the dip direction of a single dipping
reflector, stacking velocity is the velocity of the medium
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FIG. 3-3. Velocity range for rocks of different lithologic
compositions at different depths of burial. (Adapted from
Sheriff, 1976; courtesy American Association of Petroleum
Geologists.)

above the reflector, divided by the cosine of the dip
angle, while the migration velocity is the velocity of the
medium itself. In other words, stacking velocity is sensi-
tive to dip angle, while migration velocity is not. In
Section 4.5, a wave-theoretical method for determining
migration velocities is introduced.

3.2 NORMAL MOVEOUT

Figure 3-4 shows the simple case of a single horizontal
layer. At a given midpoint location M, the traveltime
along the raypath from shot position § to depth point D,
then back to receiver position G is #(x). Using the
Pythagorean theorem, the traveltime equation as a func-
tion of offset is

£3(x) = t30) + x2/v?, 3.1)
where x is the distance (offset) between the source and
receiver positions, v is the velocity of the medium above
the reflecting interface, and #0) is twice the traveltime
along the vertical path MD. Note that vertical projection
of depth point D to the surface, along the normal to the
reflector, coincides with midpoint M. This is the case
only when the reflector is horizontal. Equation (3.1)
describes a hyperbola in the plane of two-way time
versus offset. Figure 3-5 is an example of traces in a
common midpoint (CMP) gather. The figure also repre-
sents a common depth point (CDP) gather, since all the

|
|

S M G Surface
[
|
|
|
I
% Reflector
t(x) — SDG
t0) — 2MD

FIG. 3-4. The NMO geometry for a single horizontal reflec-
tor [refer to equation (3.1)].

raypaths associated with each source-receiver pair reflect
from the same subsurface depth point D. The offset range
in Figure 3-5 is 0 to 3150 m, with a 50-m trace separation.
The medium velocity above the reflector is 2264 m/s. All
of the traces in this CMP gather contain a reflection from
the same depth point. The difference between the two-
way time at a given offset #(x) and the two-way zero-offset
time #(0) is called NMO. From equation (3.1), we see that
velocity can be computed when offset x and two-way
times #(x) and #(0) are known.

Once the NMO velocity is estimated, the traveltimes can
be corrected to remove the influence of offset as shown in
Figure 3-6. Traces in the NMO-corrected gather then are
summed to obtain a stack trace at the particular CMP
location.

The numerical procedure involved in hyperbolic move-
out correction is illustrated in Figure 3-7. The idea is to
find the amplitude value at A’ on the NMO-corrected
gather from the amplitude value at A on the original CMP
gather. Given quantities #(0), x, and vymo, cOmpute #(x)
from equation (3.1). Assume that this is 1003 ms. If the
sampling interval were 4 ms, then this time is equivalent
to the 250.25 sample index. Therefore, the amplitude
value must be computed at this time using the amplitudes
at the neighboring integer sample values.

The NMO correction is given by the difference between
t(x) and 1(0):

Atymo = tx) — H0)

x 2711/2 2
= 1 _ — 1. 3.
10 {[ * <vNM0 t((»)] } (32
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FIG. 3-6. NMO correction [equation (3.2)] involves mapping
nonzero-offset traveltime #(x) onto zero-offset traveltime
t(0). (a) Before and (b) after NMO correction.
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FIG. 3-5. Synthetic CMP gather associated with the geome-
try in Figure 3-4. Traveltime curve for a flat reflector is a

hyperbola with its apex at zero-offset trace.

Table 3-1. NMO correction as a function of offset x and two-

way zero-offset time for a given velocity function.

\
\)

>

t'=t(0)

FIG. 3-7. NMO correction using a computer. For given

integer value #(0), velocity, and offset, compute #(x) using

Atnmos 8 f .

_ _ equation (3.1). The amplitude at #(x) value, denoted by A,
10), s Unmo, M/s x = 1000 m X = 2000 m does not necessarily fall onto an input integer sample loca-
0.25 2000 0.309 0.780 tion. By using two samples on each side of t(x) (denoted by
0.5 2500 0.140 0.443 solid dots), we can interpolate between the four amplitude
1 3000 0.054 0.201 values to compute the amplitude value at #(x). This ampli-
2 3500 0.020 0.080 tude value then is mapped onto output integer sample #0)
4 4000 0.008 0.031 (denoted by A') at the corresponding offset.
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FIG. 3-8. (a) CMP gather containing a single event with a moveout velocity of 2264 m/s; (b) NMO-corrected gather
using the appropriate moveout velocity; (c) overcorrection because too low a velocity (2000 m/s) was used in
equation (3.2); (d) undercorrection because too high a velocity (2500 m/s) was used in equation (3.2).

Table 3-1 shows the moveout corrections for two differ-
ent offset values using a realistic velocity function that
increases with reflector depth. From Table 3-1, note that
NMO increases with offset and decreases with depth.
The NMO also is smaller for larger velocity values.

For a flat reflector with an overlying homogeneous
medium, the reflection hyperbola can be corrected for
offset if the correct medium velocity is used in the NMO
equation. From Figure 3-8, if a velocity higher than the
actual medium velocity (2264 m/s) is used, then the
hyperbola is not completely flattened. This is called
undercorrection. On the other hand, if a lower velocity is
used, then overcorrection results. Figure 3-8 illustrates
the basis of conventional velocity analysis. NMO correc-
tion is applied to the input CMP gather using a number of
trial constant velocity values in equation (3.2). The
velocity that best flattens the reflection hyperbola is the
velocity that best corrects for NMO before stacking the
traces in the gather. Furthermore, for a simple case of a
single horizontal reflector, this velocity also is equal to
the velocity of the medium above the reflector.

3.2.1 NMO in a Horizontally Stratified Earth

We now consider a medium composed of horizontal
isovelocity layers (Figure 3-9). Each layer has a certain

thickness that can be defined in terms of two-way zero-
offset time. The layers have interval velocities (v,
¥, . . .,Un), Where N is the number of layers. Consider
the raypath from source S to depth point D, back to
receiver R, associated with offset x at midpoint location
M. Taner and Koehler (1969) derived the traveltime
equation for this path as:

12(x) = Cy + C,x2 4+ C,x* + C3x® + -+, (3.3)

where Cy = r3(0), C, = vk, and C,, Ci, . . . are
complicated functions that depend on layer thicknesses
and interval velocities. The rms velocity v, down to the
reflector on which depth point D is situated is defined as

1 N
vfms = Uiz Ati (O)a (3'4)
t(0) igl
where At; is the vertical two-way time through the ith
layer and #(0) = > Ar,. . By making the small-spread
k=1
approximation (offset small compared to depth), the
series in equation (3.3) can be truncated as follows:

13(x) = t2(0) + x*/v? . (3.5)

When equations (3.1)and (3.5) are compared, we see that
the velocity required for NMO correction for a horizon-
tally stratified medium is equal to the rms velocity,
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provided the small-spread approximation is made.

How much error is caused by dropping the higher order
terms in equation (3.3)? Figure 3-10a shows a CMP gather
based on the velocity model in Figure 3-11. Traveltimes
to all four reflectors were computed by the raypath
integral equations (Grant and West, 1965) that exactly
describe wave propagation in a horizontally layered earth
with a given interval velocity model. We now replace the
layers above the second shallow event at t(0) = 0.8 s with
a single layer with velocity equal to the rms velocity

S M O
N
At,  \ : / V,
At 3 \ ! / / V3
AtN \i[ : v,

D

FIG. 3-9. NMO for a horizontally layered earth model

Seismic Data Processing

down to this reflector; i.e., 2264 m/s. The resulting
traveltime curve, computed using equation (3.5), is
shown in Figure 3-10b. This procedure is repeated for the
deeper events at #(0) = 1.2 and 1.6 s in Figures 3-10c and
d. Note that the traveltime curves in Figures 3-10b, ¢, and
d are perfect hyperbolas. How different are the traveltime
curves in Figure 3-10a from these hyperbolas? After
careful examination, note that the traveltimes are slightly
different for the shallow events at #(0) = 0.8 and 1.2 s only
at large offsets, particularly beyond 3 km. By dropping
the higher order terms, we approximate the reflection
times in a horizontally layered earth with a small-spread
hyperbola.

3.2.2 NMO Stretching

Figure 3-12b shows the CMP gather in Figure 3-10a after
NMO correction. The rms velocity function shown in
Figure 3-11 was used in equation (3.5) for this correction.
As a result of the NMO correction, a frequency distortion
occurs, particularly for shallow events and at large off-
sets. This is called NMO stretching and is illustrated in
Figure 3-13. The waveform with a dominant period T is
stretched so that its period T’, after NMO correction, is
greater than T. Stretching is a frequency distortion in
which events are shifted to lower frequencies. Stretching
is quantified as

[geometry for equation (3.3)]. Aflf = Atamo/HO) (3.6)
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FIG. 3-10. (a) A synthetic CMP gather derived from the velocity function depicted in Figure 3-11; (b), (c), and (d)
are CMP gathers derived from the rms velocities (indicated at the top of each gather) associated with the second,
third, and fourth reflectors from the top. The traveltimes in (a) were derived using the raypath integral equations for

horizontally layered earth.
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Table 3-2. NMO stretching.

% Aflf for
10), s Unmo» M/s x = 1000 m x = 2000 m
0.25 2000 123 312
0.5 2500 28 89
1 3000 5 20
2 3500 1 4
4 4000 0.2 0.8
Velocity (km/s)
1 2 3 4
s L \ ! L
0.4 ———— Interval
———rms
0.8 -
1.2
1.6

FIG. 3-11. A hypothetical velocity function used in generat-
ing the synthetic CMP gather in Figure 3-10a.

where f is the dominant frequency, Af is change in
frequency, and Afnmo is given by equation (3.2). Deriva-
tion of equation (3.6) is left for Exercise 3.14.

Table 3-2 lists the percent frequency changes due to the
NMO stretching associated with the velocity function in
Table 3-1. Note that stretching mainly is confined to large
offsets and shallow times. For example, a waveform with
a 30-Hz dominant frequency at 2000-m offset and #(0) =
0.25 s shifts to nearly 10 Hz after NMO correction.

Because of the stretched waveform at large offsets,
stacking the NMO-corrected CMP gather (Figure 3-12b)
will severely damage the shallow events. This problem
can be solved by muting the stretched zones in the
gather. Automatic muting is done by using the quantita-
tive definition of stretching given in equation (3.6). Fig-
ures 3-12¢ and d show two versions of the CMP gather
after NMO correction and muting; one version has a
stretch limit of 50 percent, while the other has a stretch
limit of 100 percent. The 50 percent stretch limit does not
show significant frequency distortion. However, the
stretch limit can be extended to 100 percent because we
want to include as much of the CMP gather in the stack as
possible without degradation. A trade-off exists between
the signal-to-noise (S/N) ratio and mute. In particular, if
the S/N ratio is good, then it may be preferable to mute
more than stretch mute requirements to preserve signal
bandwidth. On the other hand, if the S/N ratio is poor, it
may be necessary to accept a large amount of stretch to
get any events on the stack. A real data example is
provided in Figure 3-14. Here, the stretched zone is seen
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FIG. 3-12. (a) Same gather as in Figure 3-10a, (b) after moveout correction using the rms velocity function depicted
in Figure 3-11; (c) and (d) after muting using threshold stretch limits of 50 and 100 percent, respectively.
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(a)
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FIG. 3-13. A signal (a) with a period of T is stretched to a

Seismic Data Processing

(b)

signal (b) with a period of T' > T after NMO correction.

as the low-frequency zone at the shallow part of the CMP
gathers without mute applied.

Another method for optimum selection of the mute zone
is to progressively stack the data. Figure 3-15a is an
NMO-corrected CMP gather without mute applied. Fig-
ure 3-15b shows the stack traces derived from the CMP
gather (Figure 3-15a). The rightmost trace is the same as
the rightmost trace in the input CMP gather. The second
trace from the right is the sum of the two near-offset
traces, and so on, progressively increasing stacking fold.
The leftmost trace is the full-fold stack of the input CMP
gather. By following the waveform along a certain event
and observing where changes occur, the mute zone is
derived as shown in Figure 3-15b. Figure 3-15c is the
result of a poor mute choice based on the picks from the
input gather (Figure 3-15a). Excessive muting can be
hazardous. Large offsets often are needed to effectively
suppress multiple reflections. A similar procedure can be
followed to determine an inside mute. This time, the
stacking fold is progressively increased in the near-offset
direction.
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FIG. 3-14. NMO correction and muting of a stretched zone on field data; (a) CMP gathers, (b) NMO correction, (c) mute.
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3.2.3 NMO for a Dipping Layer

Figure 3-16 shows a single dipping layer. We want to
compute the traveltime from source location S to the
reflector at depth point D, then back to receiver location
G. For the dipping layer, midpoint M no longer is a
vertical projection of the depth point to the surface. The
terms CDP gather and CMP gather are equivalent only
when the earth is horizontally stratified. When there is
subsurface dip or lateral velocity variation, the two
gathers are different. Midpoint M remains common to all
of the source-receiver pairs within the gather, regardless
of dip. Depth point D, however, is different for each
source-receiver pair in a CMP gather recorded over a
dipping reflector. Levin (1971), using the geometry of
Figure 3-16, derived the following 2-D traveltime equa-
tion for a layer dipping at angle ¢:

£2(x) = t3(0) + x2 cos? ¢/v2. 3.7

Again, this is the equation of a hyperbola. However, the
NMO velocity now is given by the medium velocity
divided by the cosine of the dip angle:

Unmo = U/cos ¢. (3.8)

Proper stacking of adipping event requires a velocity that
is greater than the velocity of the medium above the
reflector. Levin extended his work to a dipping plane
interface in a three-dimensional (3-D) subsurface geome-
try as shown in Figure 3-17. In this case, the NMO
velocity depends not only on the dip of the interface, but
also on the source-receiver azimuth:

Uamo = V/(1 — sin? ¢ cos? 8)Y/2. 3.9

The azimuth, 8, is the angle between the structural dip
direction and the direction of the actual profile (Figure
3-17).

An apparent dip angle is defined by

sin ¢’ = sin ¢ cos 0. (3.10)

Using this definition, the NMO velocity given by equa-

tion (3.8) is rewritten as
Onmo = U/cos ¢ (3.11)

This equation is identical to equation (3.8), whichisfora
dipping layer in a two-dimensional (2-D) subsurface ge-
ometry, except that equation (3.11) refers to apparent
dip, while equation (3.8) refers to true dip angle.

Levin (1971) plotted the ratio of vnmo/v [equation (3.9)]
as a funciton of dip and azimuth. His results are repro-
duced in Figure 3-18. The horizontal axis is the azimuth.
When the line is a dip line, the azimuth is zero; when it is
a strike line, the azimuth is 90 degrees. The ratio vnmo/v
is significant when the line is shot at or near the structural
dip direction. Levin (1971) also plotted vnmo/v along the
dip line as a function of small structural dip angles. This

result is reproduced in Figure 3-19. When the dip does
not exceed 15 degrees, then the ratio vamo/v is close to
unity. There is a 4 percent difference between vnmo and v
for a 15-degree dip.

In conclusion, the NMO velocity for a dipping layer,
whether 2-D or 3-D, depends on dip angle. A horizontal
layer with a high velocity can yield the same moveout as
a dipping layer with a low velocity. This is illustrated in
Figure 3-20.

3.2.4 NMO for Several Layers with Arbitrary
Dips

Figure 3-21 shows a 2-D subsurface geometry that is
composed of a number of layers, each with arbitrary dip.
We want to compute the traveltime from source location
S to depth point D, then back to receiver location G,
which is associated with midpoint M. Note that the CMP
ray from midpoint M hits the dipping interface at normal
incidence at D’, which is not the same as D. The zero-
offset time is the two-way time along the raypath from M
to D’'. Hubral and Krey (1980) derived the expression for
traveltime #(x) along SDG as

2

12(x) = 13(0) + —-
UNMoO

+ higher order terms, (3.12)

where the NMO velocity is

1 il /cos? a
2 _— 2 At, (0 ).
PNMO = 10) cos? B, 1= 1” O] (os B>

The angles are defined in Figure 3-21. For asingle dipping
layer, equation (3.13) reduces to equation (3.8). More-
over, for a horizontally stratified earth, equation (3.13)
reduces to equation (3.4). As long as the dips are gentle
and the spread is small, the traveltime equation is approx-
imately represented by a hyperbola [equation (3.5)] and
the velocity required for NMO correction is approximate-
ly the rms velocity function [equation (3.4)].

Table 3-3 summarizes the NMO velocity obtained from
various earth models.

After making the small-spread and small-dip approxima-
tions, moveout is hyperbolic for all cases and is given by

(3.13)

t2(x) = t3(0) + x*/vémo- (3.14)

The hyperbolic moveout velocity shouldbe distinguished
from the stacking velocity that optimally allows stacking
of traces in a CMP gather. The hyperbolic form is used to
define the best stacking path:

2(x)=t2(0) + x?/vZ, (3.15)

where vy is the velocity that allows the best fit of the
traveltime curve z,, (x) on a CMP gather to a hyperbola
within the spread length. This hyperbola is not necessari-
ly the small-spread hyperbola implied by equation (3.14).



164 Seismic Data Processing

S L Wimm o o
H “ H
I

(@) (b) (€)

FIG. 3-15. Optimum mute selection. Starting with the NMO-
corrected CMP gather in panel (a), a substack gather is
obtained, (b). The rightmost trace in this gather is the same
as that in the original gather, (a). The second trace from the
right is the stack of the two near traces of the original gather.
Finally, the leftmost trace is the full-fold stack obtained from
the original gather. The area above the dotted line in (b) is
the mute zone. Panel (c) is the result of a poor mute choice
based on picks from the original gather (a). Compare (b) and
(c). Refer to (a) to note a preference between the mutes in (b)
and (c).

S /\Lﬂ g Surface
\
\

t(x)—>SDG
t(0)—2 MD’

FIG. 3-16. Geometry for NMO of a single dipping reflector
[refer to equation (3.7)].

Profile Line

. %
# Dip Line Surtdce

FIG. 3-17. Geometry for a dipping planar interface used in
deriving the 3-D moveout velocity [refer to equation (3.9)],
where ¢ = dip angle, # = azimuth angle. (Adapted from
Levin, 1971.)
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FIG. 3-18. Graphic representation of the 3-D moveout
equation derived from the geometry of Figure 3-17, where ¢
= dip angle and & = azimuth angle. Moveout velocity is
identical to medium velocity if the shooting direction is in the
strike-line direction (8 = 90 degrees). The largest difference
between the moveout velocity and the medium velocity
occurs along the dip line direction (6 = 0 degree) at large dip
angles. (Adapted from Levin, 1971.)
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0 4 8 12 16
¢ Degrees

FIG. 3-19. Graphic representation of the 3-D moveout
equation derived from Figure 3-17 for zero azimuth angle
(@ = 0 degree, dip line) and small dip angles (¢ = 0 to
15 degrees). (Adapted from Levin, 1971.)
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FIG. 3-20. Moveout for low-velocity event (a) is larger than
for high-velocity event (b). Moveout for low-velocity dipping
event (c) may not be distinguishable from high-velocity
horizontal event (b). These observations are direct conse-
quences of equation (3.7).

Y
>
X

t(x) = SDG
t0) —> 2 I\7[—)-

FIG. 3-21. Geometry for the moveout for a dipping interface
in an earth model with layers of arbitrary dips on top [refer to
equation (3.12)]. (Adapted from Hubral and Krey, 1980.)
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Table 3-3. NMO velocity for various earth models.

Model NMO Velocity
Single Horizontal Velocity of the medium above the
Layer reflecting interface.
Horizontally The rms velocity function,

Stratified Earth
Single Dipping Layer

provided spread is small.
Medium velocity divided by cosine
of the dip angle.
The rms velocity function,
provided the spread is small and
the dips are gentle.

Multilayered Earth
with Arbitrary Dips

Table 3-4. Estimated stacking and actual rms velocities for
the synthetic model in Figure 3-23.

Estimated Stacking

Velocities
10), s £ — x2, m/s Actual rms Velocities, m/s
0.4 2000 2000
0.8 2264 2264
1.2 2519 2533
1.6 2828 2806

The difference becomes significant beyond a certain
maximum offset value. This is illustrated in Figure 3-22.
Referring to Figure 3-22, note that the observed two-way
zero-offset time OC = t#(0) in equation (3.14) can be
different from the two-way zero-offset time OB = t (0)
associated with the best-fit hyperbola [equation (3.15)].
This occurs, for example, if some heterogeneity exists in
the velocity layers above a reflector under consideration.
The difference between the stacking velocity v and
NMO velocity vnmo is called spread-length bias (Al-
Chalabi, 1973; Hubral and Krey, 1980). From equations
(3.14) and (3.15), the smaller the spread length, the closer
the optimum stacking hyperbola to the small-spread
hyperbola, hence the smaller the difference between v,
and vnmo-

3.3 VELOCITY ANALYSIS

Normal moveout is the basis for determining velocities
from seismic data. Computed velocities can in turn be
used to correct for NMO so that reflections are aligned in
the traces of a CMP gather before stacking. From equa-
tion (3.15), we can develop a practical way to determine

Offset— 4

o)

«— Two-Way Time

FIG. 3-22. The equation for moveout velocity is derived by
assuming a small-spread hyperbola [equation (3.14)]. On the
other hand, stacking velocity is derived from the best-fit
hyperbola over the entire spread length [equation (3.15)].
Here, (a) is the actual traveltime, (b) is best-fit hyperbola
over the offset range OA, and (c) is small-spread hyperbola.
(Adapted from Hubral and Krey, 1980.)

stacking velocity from a CMP gather. Equation (3.15)
describes a line on the 2 (x) versus x° plane. The slope of
the line is 1/v% and the intercept value x = 0 is #0). The
synthetic gather in Figure 3-23 was derived from the
velocity model in Figure 3-11. The rightmost frame of
Figure 3-23 shows the picked traveltimes of four events at
a number of offsets plotted on the (2, x*) plane. To find
the stacking velocity for a given event, the points corre-
sponding to that event have been connected by a straight
line. The inverse of the slope of the line is the square of
the stacking velocity. (In practice, least-squares fitting
can be used to define the line slopes.) A comparison
between the computed stacking velocities and the actual
rms velocities is made in Table 3-4.

The £ — x? velocity analysis is a reliable way to estimate
stacking velocities. The accuracy of the method depends
on the S/N ratio, which affects the quality of picking. In
Figure 3-23, results are compared with the velocity
spectrum (center frame) approach, which is discussed
later in the section. A real data example is shown in
Figure 3-24. Velocities estimated from the #* -x* analysis
are shown by triangles on the velocity spectrum. Note
that agreement between the ¢? -x? approach and the picks
from the velocity spectrum are satisfactory.

Claerbout (1978) proposed a way to determine interval
velocities manually from CMP gathers. The basic idea is
illustrated in Figure 3-25. First, measure the slope along a
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FIG. 3-23. The (£* — x?) velocity analysis applied to the synthetic gather derived from the velocity function deplcted
in Figure 3-11. The center panel is the velocity spectrum based on equation (3.19).

slanted path that is tangential to both the top and bottom
reflections of the interval of interest (slope 1). Then,
connect the two tangential points and measure the slope
of this line (slope 2). The interval velocity then is equal to
the square root of the product of the two slope values.
The accuracy of this method primarily depends on the
S/N ratio.

The method of constant velocity scans of a CMP gather is
an alternative technique for velocity analysis. Figure 3-26
is a CMP gather that has been repeatedly NMO corrected
using a range of constant velocity values between 5000
and 13,600 ft/s. The NMO-corrected gathers are dis-
played beside each other in the form of a panel. Follow
the NMO for event A. Note that this event is overcorrect-
ed at small velocities, and undercorrected at high veloci-
ties. The event is flat on the NMO-corrected gather that
corresponds to the 8300 ft/s velocity; thus, 8300 ft/s is the
stacking velocity for event A. Event B is flat on the
NMO-corrected gather that corresponds to the 8900 ft/s
velocity. By proceeding in this way, we can build up a
velocity function that is appropriate for the NMO correc-
tion of this gather.

The most important reason to obtain a reliable velocity
function is to get the best quality stack of signal. There-
fore, stacking velocities often are estimated from data
stacked with a range of constant velocities on the basis of
stacked event amplitude and continuity. Figure 3-27
illustrates this approach. Here, a portion of a line con-
taining 24 CMP gathers (typical values range from 24 to
48 CMP gathers, but may include the entire line) has been
NMO-corrected and stacked with a range of constant
v'elocity values. The resulting 24-trace CMP stacks then
were displayed as a panel, where stacking velocity in-
creases from right to left. Stacking velocities are picked
directly from the constant-velocity stack (CVS) panel by
choosing the velocity that yields the best stack response
at a selected event time. Note the coherent noise that is
present on the data. The deep event at 3.6 s seems to
stack at a wide range of velocity values. This demon-
strates the decrease in resolution of velocity estimates
that occurs for deeper events. The problem stems from
the fact that moveout generally decreases in depth.

The constant velocities used in the CVS method de-
scribed above should be chosen with care. There are two
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issues to consider besides the expected range of actual
velocities in the subsurface: (1) The range of velocities
needed to stack the data and (2) the spacing between trial
stacking velocities. In choosing a range, consideration
should be given to the fact that dipping events and useful
out-of-plane reflections may have anomalously high
stacking velocities. In choosing the spacing of constant
velocities, keep in mind that it is moveout, not velocity,
that is the basis for velocity estimation. Thus, it is better
to scan in increments of equal Afymo than equal vnmo-
This prevents oversampling of the high-velocity events
and undersampling of the low-velocity events. A good
way to choose A(Atnmo) is to pick it so that the moveout
difference between adjacent trial velocities at the maxi-
mum offset to be stacked is approximately 3 of the
dominant period of the data (Doherty, 1986, Personal

Seismic Data Processing

Communication). Shallow data have short maximum
offsets because of muting, while deep data have large
dominant periods. Thus, the number of trial stacking
velocities needed to adequately sample the data can be
reduced by a fair amount.

The CVS method is especially useful in areas with
complex structure (see Exercise 3.7). In such areas, it
allows the interpreter to directly choose the stack with
the best possible event continuity. (Often the stacking
velocities themselves are of minimal importance.) Con-
stant velocity stacks often contain many CMP traces and
sometimes consist of an entire line.

The velocity spectrum method is described in the next
section. Unlike the CVS method, it is based on the
crosscorrelation of the traces in a CMP gather, and not on
lateral continuity of the stacked events. Because of this,
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FIG. 3-24. The (£ — x?) velocity analysis applied to a CMP gather. The triangles on the velocity spectrum [center
panel, based on equation (3.19)] represent velocity values derived from the slopes of the lines shown on the graph at

the right.
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when compared to the CVS method, it is more suitable
for data with a multiple reflections problem and some-
what less suitable for a complex structure problem.

3.3.1 The Velocity Spectrum

The input CMP gather in Figure 3-28a contains a single
reflection hyperbola from a flat interface. The medium
velocity above the reflector is 3000 m/s. Suppose that this

S

0.5

o,

FIG. 3-25. The interval velocity between two reflectors is
equal to the square-root of the products of the slope values
measured as shown above. This is the same gather as in
Figure 3-10a. Trace spacing is 50 m, slope | = 3150/0.43,
slope 2 = 550/0.44, and, thus, the interval velocity between
0.8 and 1.2 s is 3026 m/s.

gather repeatedly is NMO-corrected and stacked using a
range of constant velocity values from 2000 to 4300 m/s.
Figure 3-28b displays the resultant stack traces for each
velocity side by side on a plane of velocity versus two-
way zero-offset time. This is called the velocity spectrum
(Taner and Koehler, 1969). We have transformed the data
from the offset versus two-way time domain (Figure 3-
28a) to the stacking velocity versus two-way zero-offset
time domain (Figure 3-28b).

The highest stacked amplitude occurs with a velocity of
3000 m/s. This is the velocity that should be used to stack
the event in the input CMP gather. The low-amplitude
horizontal streak on the velocity spectrum is due to the
contribution of small offsets, while the large-amplitude
region on the spectrum is due to the contribution of the
full range of offsets (Sherwood and Poe, 1972). Hence,
we need long offsets for good resolution on the velocity
spectrum.

A CMP gather associated with a layered earth model is
shown in Figure 3-29a. Based on the stacked amplitudes,
the following picks for stacking velocity function are
made from the velocity spectrum (Figure 3-29b): 2700,
2800, and 3000 m/s. These picks correspond to the
shallow, middle, and deep events, respectively. The
velocity spectrum not only can provide the stacking
velocity function, but also allows one to distinguish
between primary and multiple reflections (Section 8.2).

The quantity displayed on the velocity spectrain Figures
3-28b and 3-29b is the stacked amplitude. When the S/N
ratio of the input data is poor, then the stacked amplitude
may not be the best display quantity. The aim in velocity
analysis is to obtain picks that correspond to the best
coherency of the signal along a hyperbolic trajectory over
the entire spread length of the CMP gather. Neidell and
Taner (1971) summarized various types of coherency
measures that can be used as attributes in computing
velocity spectra.

Consider the CMP gather with a single reflection in
Figure 3-30. Stacked amplitude is defined as:

M
Sz = Z fl t(i)»

i=1

(3.16)

where f;,, isthe amplitude value on the ith trace at two-
way time #(i). Here, M is the number of traces in the CMP
gather. Two-way time #(i) lies along the trial stacking
hyperbola:

1(i) = [t2(0) + x2 /v2]"2. (3.17)
Normalized stacked amplitude is defined as
I's |
NS (3.18)

- Z lf;'.t(i)"
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FIG. 3-27. Constant-velocity stacks of 24 CMP gathers (5000 to 13,600 ft/s).
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FIG. 3-28. Mappmg the offset axis to the velocity axis. Each
trace in the [v, 7 = #(0)] gather (b) is a stack of the traces in

the CMP gather (a) using a constant velocity NMO correc-
tion.
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FIG. 3-29. Mapping the offset axis to the velocity axis. Each
trace in the [v, T = #(0)] gather (b) is a stack of the traces in

the CMP gather (a) using a constant velocity NMO correc-
tion.
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The range of NS is 0 < NS < 1. Equation (3.18) implies
that coherency as defined here is the normalized stacked
amplitude.

Another quantity that is used in velocity spectrum calcu-
lations is the unnormalized crosscorrelation sum within a
time gate that follows the path corresponding to the trial
stacking hyperbola across the CMP gather. The expres-
sion for the unnormalized crosscorrelation sum is given
by:

(3.19)

1
I EE |

i

where CC can be interpreted as half the difference
between the output energy of the stack and the input
energy. A normalized form of CC is another attribute that
often is used in velocity spectrum calculations and is
given by:

M-1 M-k

_ Z f; 1(i) Ji +k, t(i+k)
MM -1 T =

(3.20)
The energy-normalized crosscorrelation sum is given
by:

2 cc
M —1 M
M=Ds 3 170

ECC

(3.21)

—_

» X

10

ot

FIG. 3-30. Stacked amplitude. Amplitudes f; ,;, along the
best-fit hyperbola [equation (3.17)] defined by optimum
stacking velocity vst are summed to get the stacked ampli-
tude s, [equation (3.16)].

1/2°
= i=1
' [Zf?.szf?H.mm]
! t

The range of ECC is —[1/(M-1)] < ECC =< 1. Finally,
semblance, which is the normalized output-to-input ener-
gy ratio, is given by:

1 ;s’z
IR

X XSl

t i=1

NE = (3.22)

The following expression shows the relation of NE to
ECC:

ECC = (M- NE - 1). (3.23)

M-1

The range of NEis 0 < NE < 1.

Table 3-5 shows the values of the attributes defined by
equation (3.16) and equations (3.18) through (3.22) for the
special case of a two-fold CMP gather where the second
trace is a scaled version of the first as indicated by
equation (3.24):

Ji 1,t =f }

fZ‘t = aft

Several conclusions can be made from the results in
Table 3-5. Note that stacked amplitude is sensitive to
trace polarity. The unnormalized crosscorrelation offers
better standout of strong reflections on the velocity
spectrum, while the normalized or energy-normalized
crosscorrelation brings out weak reflections on the veloc-
ity spectrum. As equation (3.23) implies, semblance is no
more than a biased version of the energy-normalized
crosscorrelation sum.

The velocity spectrum normally is not displayed as
shown in Figures 3-28b or 3-29b. Instead, two popular
types of displays are used to pick velocities in the form of
a gated row plot or a contour plot as shown in Figure
3-31. Many prefer the contour plot, although the gated
row plot also is used extensively. Another quantity that
helps picking is the maxima of the coherency values from
each time gate displayed as a function of time next to the
velocity spectrum, as shown in Figure 3-31. Unless
otherwise indicated, the unnormalized correlation was
used to construct the velocity spectrum of the synthetic
CMP gather that is used in subsequent discussions.

(3.29)

3.3.2 Factors Affecting Velocity Estimates

Velocity estimation from seismic data is limited in accu-
racy and resolution for the following reasons:

Spread length

Stacking fold

S/N ratio

Muting

Time gate length

Velocity sampling

Choice of coherency measure

True departures from hyperbolic moveout
Bandwidth of data.

Wk W=
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later times.

Table 3-5. Various measures of coherency as applied to the
two-fold case given by equation (3.24).

Attribute a=0.5 a=-—0.5
Stacked Amplitude [equation 1.5 fty) 0.5 fly)
(3.16)]
Coherency, NS [equation 1 0.333
(3.18)]
Unnormalized Crosscorrelation  0.53f%(z) —0.53f (1)
Sum, CC [equation (3.19)] ‘ ‘
Normalized Crosscorrelation 1 1
Sum, NCC [equation (3.20)]
Energy-Normalized Crosscorre- 0.8 -0.8
lation Sum, ECC [equation
(3.21)]
Semblance, NE [equation 0.9 0.1
(3.22)]

Figure 3-32 is a synthetic CMP gather with velocity
spectra generated by using gradually decreasing spread
lengths. Lack of large-offset information means lack of
the significant moveout required for velocity discrimina-
tion. Note the loss in sharpness of the peaks in the
velocity spectra computed from the small-spread portion
of the CMP gather. Resolution decreases first in the
deeper part of the spectrum where there is little moveout
(Table 3-1). Figure 3-33 shows velocity spectra computed
from a real data set using spread lengths as indicated. The
broadened peaks caused by the use of smaller spreads
indicate loss of resolution in the velocity spectrum. This
problem may be compounded by poor S/N ratio or
residual statics shifts. An example of residual statics
effect is shown in Figure 3-34. As spread length is made
smaller, velocity becomes indistinct.

What if only the far offsets are included when computing
the velocity spectrum? Although far-offset data are need-
ed to better resolve the velocity picks, there is a stretch-
ing problem in the far-offset region. Therefore, a velocity

spectrum computed on the basis of only the far-offset
region of a CMP gather suffers from the effects of muting
at shallow times. This problem is demonstrated in Figure
3-35, where spread is increasingly confined to the far-
offset region of the input CMP gather. Note the loss of
coherency peaks from the shallow events (due to muting)
and the further degradation of the coherency peaks
corresponding to deeper events. The lesson is clear:
adequate resolution in the velocity spectrum can only be
obtained with a sufficiently large spread that spans both
near and far offsets. This is analogous to the lesson
learned in Section 1.2.4 on temporal resolution, which
requires both low and high frequencies.

Stacking fold plays a significant part in the degree of
resolution achieved from velocity spectra. In contempo-
rary seismic data acquisition, it is common to record data
with 120, 240, or more channels. For computational
savings, high-fold data sometimes are reduced to a low-
fold equivalent gather by partial stacking. The idea is to
stack a number of traces in a CMP gather from adjacent
offsets to produce a CMP gather with lower fold. For
example, a reduction of fold from 64 to 16 amounts to
producing one output trace for each set of four adjacent
input traces. Partial stacking involves differential NMO
application to each group of adjacent traces using a
reasonable, previously estimated velocity function so
that primaries are aligned before stacking. The CMP
gather in Figure 3-36 was partially stacked down to 32-,
16-, and 8-fold gathers. Corresponding velocity spectra
also are shown in Figure 3-36. No harm was done by
reducing the fold to 32. Even the 16-fold data seem to
produce accurate picks. However, use of lower fold
significantly shifts the peaks in the spectrum. Reducing
fold by partial stacking merely to save computation must
not be done at the expense of accuracy.

Noise in seismic data has a direct effect on the quality of a
velocity spectrum. Add band-limited random noise to the
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CMP gather at increasingly higher levels of amplitude
(Figure 3-37). The corresponding velocity spectra are
shown in gated row plot form in Figure 3-38 and, for
comparison, in contour form in Figure 3-39. The velocity
spectrum distinguishes signal along hyperbolic paths
even with high levels of random noise. (Refer to the
velocity spectrum for SNR = 3 in Figure 3-38.) This is
because of the power of crosscorrelation in measuring
coherency. The accuracy of the velocity spectrum is
limited when the S/N ratio is poor. Refer to SNR = 1 in
Figures 3-38 or 3-39. The event at 0.8 s still can be picked,
but the others are difficult to distinguish.

As a result of moveout correction, the waveform along
a reflection hyperbola is stretched (Section 3.2.2).
Stretching is more severe in the shallow part of the
moveout-corrected gather, especially at large offsets. The
stretched zone must be muted to prevent degradation of
the stacked amplitudes associated with shallow events.
However, muting reduces fold in the stacking process for
shallow data (Figure 3-14¢). It also has an adverse effect
on the velocity spectrum, for it causes weakening of the
peak amplitude that falls within the mute zone, as demon-
strated in Figure 3-40. These peaks must be corrected for
the weakening effect of the muting process. This is done
by multiplying stacked amplitudes by a scale factor equal
to the ratio of the actual multiplicity to the number of live
traces in the mute zone.

The velocity spectrum is computed along hyperbolic
search paths for a range of constant velocity values, or
constant Atymo. The hyperbolic path spans a certain two-

way time gate at zero-offset. If the gate length is chosen
too small, then the computational cost increases. If it is
chosen too coarsely, then the spectrum suffers especially
from lack of temporal resolution. Figure 3-41 shows
velocity spectra computed with four different gate
lengths. For comparison, the same spectra are shown in
Figure 3-42 as contour plots. In practice, gate length is
chosen between one-half and one times the dominant
period of the signal, typically 20 to 40 ms. Since the
dominant period can be time-variant (small in early and
large in late times), gate length can be specified accord-
ingly.

The velocity range used in the analysis must be chosen
carefully; it should span the velocities that correspond to
those of primary reflections present on the CMP gather.
The velocity increment must not be too coarse, for it can
degrade the resolution, especially for high-velocity
events.

Several optionsare consideredinconstructingthe veloci-
ty spectrum. Partial stacking is one option that already
was discussed. Subsampling (decimating in time) the data
before velocity analysis is another. Band-pass filtering
and automatic gain control (AGC) sometimes can im-
prove the crosscorrelation process, especially when the
input gather has poor S/N ratio. Another way to improve
the quality of a velocity spectrum is to use several
neighboring CMP gathers in the analysis. Figure 3-43
shows six neighboring CMP gathers. By using the first
CMP gather in the group, we get the velocity spectrum in
Figure 3-44a. There are two ways to analyze these
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gathers. One way is to sum the gathers and compute the
velocity spectrum from the sum. This is shown in Figure
3-44b. Another way is to compute the velocity spectra
from each individual gather and sum the spectra as shown
in Figure 3-44c. Clearly, the former is less costly than the
latter. In practice, the number of CMP gathers that may
be used must be chosen so that there is negligible dip
across the gathers under consideration. If the structural
dip is significant, then the number of CMP gathers
included in the velocity analysis must be kept small or dip
effects must be accommodated. Note that the peak
corresponding to the shallow event in Figure 3-44b is
smaller than its counterpart in Figure 3-44c. Look closely
at the CMP gathers in Figure 3-43 and note the slight
difference in traveltimes from gather to gather, especially
for the shallow event. Summing these gathers distorts the
hyperbolic path and causes degradation in the velocity
spectrum.

When the input gather has a significant noise level, some
smoothing may be done on the velocity spectrum matrix.
This is done by averaging over velocity or time gates, or
by some combination of the two. Another way to sup-
press small-amplitude correlation peaks that may be
related to the ambient noise level in the data is to apply
some percentage of bias to the correlation values. Biasing
refers to subtracting a constant value from the correlation

values over the entire velocity spectrum. Various combi-
nations of averaging and biasing of correlation values also
are used in practice. Finally, for computational efficien-
cy, correlation values may be computed within a speci-
fied velocity corridor (Figure 3-45). The corridor must be
chosen so that it spans the velocity variations vertically .
and laterally in the survey area.

Experienceinasurvey area helps when picking appropri-
ate stacking velocities for primary reflections from veloc-
ity spectra. Acceptable velocity errors vary depending on
use of the estimated velocities (Table 3-6).

3.3.3 Horizon Velocity Analysis

One way to estimate velocities with the accuracy re-
quired for detailed structural or stratigraphic studies is to
analyze the particular horizon of interest continuously.
Such detailed velocity estimation is called Horizon Ve-
locity Analysis (HVA). Horizon velocity analysis is an
efficient way to get velocity information at every CMP
location along selected key horizons, as opposed to the
conventional velocity analysis that provides velocity
information at every time gate at selected CMP locations.
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Figure 3-44. (a) Velocity spectrum derived from a single CMP gather (CMP 1) in Figure 3-43, (b) from the sum of six
CMP gathers, (c) from the sum of six individual velocity spectra. Panel (b) is relatively cheaper than panel (c).
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The underlying principle is the same as that of the
velocity spectrum. The output coherency values derived
from hyperbolic time gates are displayed as a function of
velocity and CMP position. Correlation values are com-
puted from a gate that includes the horizon of interest.
Horizon times are digitized and input to the horizon
velocity analysis. Figures 3-46 and 3-47 are a stacked
section and an HVA over five horizons. Similar types of
computational details, such as smoothing and biasing, are
considered as for velocity spectrum.

Whenever there are structural discontinuities on a
stacked section, HVA is carried out on segments of the
horizon that are separated by faults. Horizon velocity
analysis can improve a stacked section in preparation for
poststack depth migration (Section 5.2). This is some-
what surprising, since HVA still is based on hyperbolic
moveout, while data that require depth migration often
have complex moveout. Nevertheless, in practice, HVA
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FIG. 3-45. To save computation, velocity spectrum can be
estimated within a velocity corridor dictated by the domi-
nant velocity trend.

provides the detailed lateral velocity variations along a
marker horizon, which may be missed by conventional
velocity analyses that are sparsely spaced along the line.
Consider horizon A in Figure 3-48, which is below the
salt dome S. The salt dome behaves as a complex
overburden, causing the raypaths that are associated with
the underlying reflectors to bend. Note the rapid lateral
changes in velocity (Exercise 3.16) and improvement in
the CMP stack after using the HVA picks.

3.4 RESIDUAL STATICS CORRECTIONS

Reflection times often are affected by irregularities in the
near-surface. This is best demonstrated by the real data
example in Figure 3-49. While the shot gathers on the left
contain reflections with reasonably well-behaving hyper-
bolic moveout, those on the right have reflections that
significantly depart from regular hyperbolic moveout.
Although such distortions can be caused by a structural
complexity deeper in the subsurface, more often they
result from near-surface irregularities. Field statics cor-
rections remove a significant part of these traveltime
distortions from the data. Nevertheless, these correc-
tions usually do not account for rapid changes in eleva-
tion, the base of weathering, and weathering velocity.

Figures 3-50a and 3-51a are selected CMP gathers (with
field statics corrections) that were NMO corrected using
a set of preliminary velocity picks derived from the
velocity analyses in Figure 3-52. Deviations from the
hyperbolic trends on the CMP gathers significantly de-
grade the quality of some of the velocity spectra. For
instance, velocity analysis at CMP location 188 yields
relatively poorer quality picks than those from other
velocity analyses. The CMP gathers in the neighborhood
of CMP location 188 have more traveltime distortions
compared to some other CMP gathers (Figure 3-50a). The
resulting stacked section could be misleading in that
residual statics may cause dim spots along the reflection
horizons as well as false structures (Figure 3-53a), partic-
ularly between midpoints 101 to 245. False structures
also are apparent on the rms AGC gained stack (Figure
3-54a) in which dim spots may not be apparent.

Obviously a more correct picture of the subsurface
should be attained from data corrected for rapidly vary-
ing near-surface effects. After making these residual

Table 3-6. Acceptable velocity errors (after Schneider, 1971).

Acceptable
Error, %
Use of Velocity rms Interval

NMO corrections for conventional stack. 2-10 —

Structural anomaly detection: 100-ft 0.5 —
anomaly at 10,000-ft depth.

Gross lithologic identification: 1000-ft 0.7 10
interval at 10,000-ft depth.

Stratigraphic detailing: 400-ft interval at 0.1 3

10,000-ft depth.
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FIG. 3-46. A stacked section with five marker horizons as indicated.
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FIG. 3-48. A CMP stacked section obtained by sparsely spaced conventional velocity analysis (top) and by HVA
(bottom). The HVA for horizon A below the salt dome (S§) is shown in the center.

FIG. 3-49. Common-shot gathers from a land profile. Note the departures from hyperbolic traveltimes on the
gathers at the right.
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FIG. 3-50. CMP gathers from a land profile: (a) before residual statics corrections, (b) after residual statics
corrections. (Shot gathers are shown in Figure 3-49.) NMO correction was applied using preliminary velocity picks
derived from the spectra in Figure 3-52. The CMP stacks are shown in Figure 3-53.
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FIG. 3-51. CMP gathers from the same land line as in Figure 3-50 (a) before and (b) after residual statics corrections.
This part of the line does not have as severe a statics problem as that shown in Figure 3-50. The NMO correction
was applied using preliminary velocity picks derived from the spectra in Figure 3-52.



188 Seismic Data Processing

Velocity (kft/s)
5 10 15 VELOC%VV. FT/SEC

2000

0

VELOCLTY, FT/SEC

VELOCITY, FT/SEC VELOCITY, FT/SEC

30
000
10
2000
2000
19000

g

laaoo
101
19000

)
§
)
[
/
)

1
/

] =

i
b

i

1R

N
)
S

i

/

v il

1N
=4
&
8 TIHET
i
T
TR §
Y

1

HB
[
4
/
il
}‘ﬂ

S

i

]
i
|
]

TN

TIHHS

THTHETET

|
T

2

I

fals)
|
]

T
11

l
|
I

|
!

THT

HITHEHE

|
T
IE
I

-

{

;i
lllllllll

INEiEmaE

2o

{1\

3
|
i
1
I
i

T

H,

T
EARERRN

i

1

H
[
|
\

/
11
|
|

X0 ALY IR

A

w
T

’)}“‘\!HI

{81ANF i NN A

1
1

gl

T

\

T IEg

498 ==

LT
W

88:

FIG. 3-52. Velocity analyses (before residual statics corrections) along the land line shown in Figure 3-53. Figures

3-50 and 3-51 show selected CMP gathers.

statics corrections, the CMP gathers with traveltime
deviations show better alignment of reflections (Figure 3-
50b), while those that did not require such corrections are
unchanged (Figure 3-51b). After the residual statics cor-
rections, the ungained (Figure 3-53b) and gained stacked
sections (Figure 3-54b) show improvement of continuity
of reflections as well as significant elimination of false
structures (refer to the segment between midpoints 101 to
245).

Followingtheresidualstatics corrections, velocity analy-
ses usually are repeated to update the velocity picks
(Figure 3-55). Comparison of Figures 3-52 and 3-55 shows
that residual statics corrections have improved the veloc-
ity analysis. The same CMP gathers after NMO correc-
tions using the updated velocity picks are shown in
Figures 3-56a and 3-57a, while the same gathers after
residual statics corrections are shown in Figures 3-56b
and 3-57b. Comparison of the CMP gathers before and
after residual statics corrections shows significant elimi-
nation of time deviations. The resulting stacked sections
using the revised velocity estimates are shown in Figure
3-58, while the gained stacks are shown in Figure 3-59.

Residual statics corrections usually are discussed in
terms of applications to land data. However, in certain
cases, residual statics corrections have produced dramat-

ic improvement in marine data. Areas with irregular
water-bottom topography in shallow water (less than 25
m), and areas with rapidly varying velocity in the sedi-
ments near the water bottom are places where statics
corrections have been successful.

Figure 3-60 shows a commonly used flowchart for residu-
al statics corrections and velocity analysis aimed at
producing an optimum stacked section. In practice, this
flowchart usually is augmented with additional quality
control steps. It often is necessary to examine CMP
gathers and velocity analyses after residual statics cor-
rections. Diagnostic tools allow determination of the
magnitude of these corrections. For example, common-
shot and common-receiver gathers indicate relative static
shifts from one receiver location to another and from one
shot location to another (Figures 3-61 and 3-62, respec-
tively). Also, common-shotpoint and common-receiver-
point stacks can be used with common-receiver and
common-shot gathers, respectively. A common-shot-
point stack should indicate the range of magnitude of shot
static shifts (Figure 3-63); a common-receiver-point
stacked section should indicate the range of magnitude of
receiver static shifts (Figure 3-64) along the line. These
displays enable determination of an optimum maximum
allowable shift to consider while estimating (picking)

(Text continued on page 196)
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FIG. 3-53. CMP stacks derived from gathers in Figures 3-50 and 3-51. Stack (a) before and (b) after residual statics
corrections. NMO correction was applied using preliminary velocity picks derived from the spectra in Figure 3-52.
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FIG. 3-55. Velocity analyses (after residual statics corrections) along the line shown in Figure 3-53. Figures 3-56 and
3-57 show CMP gathers.
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FIG. 3-56. CMP gathers from the land line shown in Figure 3-58. CMP gathers (a) without and (b) with residual
statics corrections. (Figure 3-49 shows the shot gathers from the same line.) NMO correction was applied using final
velocity picks derived from the spectra in Figure 3-55.
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FIG. 3-57. CMP gathers from the same land line as in Figure 3-56. CMP gathers (a) without and (b) with residual
statics corrections. This part of the line does not have as severe a statics problem as the part in Figure 3-56. NMO
correction was applied using final velocity picks derived from the $pectra in Figure 3-55.
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